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For a multilevel combinatorial circuit, the problem of increasing its performance is
considered. The problem is to divide the circuit into a given number of cascades and
to connect them via registers providing pipeline-wise development of incoming signals.
The frequency of incoming signals is established in the process of dividing the circuit.
This frequency must be as high as possible. To solve this problem a model based on
the representation of the circuit in the form of a directed graph is used.
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Introduction

Increasing throughput of information processing systems attracts the great attention of
specialists in appropriate fields. One of the ways to increase the throughput is application
of the pipeline structure [1]. Such a system is formed by several independent processors
connected between each other so that the output from one processor is an input for another
one. The processors form an information pipeline. The output processor produces results
after short time intervals, but the real time for passing the information flow through the
pipeline can be rather long.

The principle of pipelining is used effectively when the nature of information processing
is a sequence of operations each of which consists of a sequence of stages [2, 3]. To start ex-
ecution of the next operation one should not wait for finish of the whole previous operation.
It is enough to finish only the first stage of the previous operation. In the pipeline with r
successive stages, if the i-th operation passes the s-th stage, then (7 4+ k)-th operation can
pass the (s — k)-th stage where 1 <'s, s —k < 7.

In constructing the systems of digital signal processing in real-time mode, the systolic
principle of computing had been widely extended [4, 5]. One unified VLSI element is deve-
loped, and an array of elements of that type is built. The elements act concurrently fulfilling
the base operation. After fulfilling that operation, output data are passed synchronously
from one element to its neighbors through all the local connections.

In this paper, we try to find out the way to increase the throughput of a multilevel
combinational circuit by pipelining.

1. Statement of the problem

In a multilevel combinational circuit, the delay is summed up of delays of elements
in the longest chain. Let a sequence of p sets of binary signals is put at the input of a
combinational circuit. If T"is the delay time of the circuit, then the time period of changing
input signals cannot be less then T'. So, the response of the circuit to this sequence will
appear at least in pT times. Let us partition the circuit into k cascades C4, Cj, ..., C}.
If 7¢ is the delay time of the most slow cascade, then T' < k7¢. Let us put memory elements
(triggers of D type) at the outputs of every cascade that transmit signals from the cascades
by a clock signal. The same clock signal determines the time period of the signal change at
the input of the circuit. This time period, 7ok, cannot be less than the sum of two delay
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times: 7¢ and delay time 7p of the memory element (7o = Tc + 7p). Now, the time of
the response to the mentioned sequence of length p is (k 4+ p)Terock-

Figure1 shows an example of partitioning a circuit into three cascades. The borders
between cascades are indicated by hatches. The modules used in the circuit at Fig. 1 are in
the library of CMOS cells for custom VLSI design [6].
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Fig. 1. Circuit with indicated cascades.

The lower bound of the length p of the sequence of binary signals sets at the input of
the circuit, at which the signal processing accelerates, is defined by inequality

(k + p)Tclock < pTa (1)

where T is the delay time of the initial circuit. Taking into consideration that
Telock = Te + Tp, we have

chlock > k(TC + TD)
T_Tclock - T_TC_TD.

(2)

So, the given circuit should be partitioned into a demanded number k of cascades in
order to provide maximum throughput at the described pipeline mode.

p >

2. Model of a combinational circuit

To represent a combinational circuit, it is convenient to use, as a model, a directed
graph (digraph) G = (V, A) with the set V' of vertices and the set A of arcs. The vertices
of the digraph correspond to the logical elements and input pins of the circuit, and the
arcs indicate directions of signals from outputs of certain elements to inputs of other ones.
Figure 2 shows the model of the circuit at Fig.1. The indices at the vertices at Fig.2
coincide with the numbers of correspondent elements of the circuit at Fig. 1.
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Fig.2. Digraph G.

The digraph G has no circles. Its every vertex v € V' is assigned with the weight 7(v)
that is the delay of the corresponding element. The weights may be integers proportional to
element delay times. The vertices corresponding to the circuit input pins have the weight
equalled zero. The weights of vertices of G at Fig. 2 are indicated by the numbers in paren-
theses. Here, we consider that the more complicated the Boolean function implemented by
an element, the longer delay that the element has.

3. Partitioning a circuit into layers

Let us construct the sequence of layers, Lq, Lo, ..., L,,, being an ordered partition of the
set V' in the digraph G with the property that if a vertex v is in the semi-neighborhood of
outcome N7 (u) of a vertex u, then v and u are in different layers, and the layer containing u
precedes (not necessary directly) the layer containing v. If the path lengths from the
circuit input to its outputs are different, then this partition is not unique. The variant of
partitioning the circuit into layers should be selected so that the sum of weights of all layers
would be as small as possible. The weight of a layer means the maximum vertex weight in
the layer.

Two types of vertices of the digraph G can be distinguished. The vertices of one type lie
on the longest paths of GG. They are distributed strictly among the layers and cannot change
their positions. We call such a vertex immovable. The positions of the vertices of the other
type called movable can change within the certain bounds; say from a layer L; to a layer L,
(I < r). These bounds are rather easy to establish. It is enough to execute Algorithm 1
below for the given digraph G and for the digraph G¢ obtained from G by reversing the
directions of all the arcs and to change the order of the layers for inverse one in the sequence
obtained for G¢. The following designations are accepted in Algorithm 1: N~ (v) and N*(v)
are, correspondingly, semi-neighborhood of income and semi-neighborhood of outcome of a
vertex v; L; is the i-th layer, m is the number of layers.
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Algorithm 1

Liy:={v: N (v) =0}, i:=1;

i=i+1,L;:= |J Nt(v). If L; # &, go to 2, otherwise j :=1i, m:=i:=1i— 1;
vEL; 1

1)
2)
Yi:=j:=j—1. If j =1, go to 5, otherwise
)
5)

w

4)i:=1i—1. If i =1, go to 3, otherwise L; := L; \ L;, go to 4;
End.

Each immovable vertex will be in the same layer of the sequences for G and G°. For a
movable vertex, the “left” layer L, is that obtained by executing Algorithm 1 over digraph G
and the “right” layer L, is that obtained by executing Algorithm 1 over digraph G°.

The distributions of vertices among layers being the results of applying Algorithm 1
to digraph G and to digraph G° are shown in Fig.2 and in Fig. 3, correspondingly. The
layers are represented in these figures by vertical rows of vertices. The layers Ly = {x1, 77,
T2, T2, $3,$4}7 Ly = {U7,U12,U13,U14}, Lz = {U4,U57U10,U11}7 Ly = {U17U87U9}7 Ls = {U27U6}7
L¢ = {v3} are obtained for digraph G, and Ly = {z9,T3, 23,24}, Lo = {x1,v12,v14},
Lz = {vi1,v13}, Ly = {T1,v9,v10}, Ls = {vs, v, v7,0s}, Lg = {v1,v2,v3,v4} for digraph G°.
The vertices Ty, xo, T3, T4, V3, Vg, Vg, V11, V12 and vy are immovable. They form sublayers
Ly = {2, T3, 23,24}, Ly = {vio,via}, Ly = {onn}, Ly = {wo}, L5 = {ve} and Ly = {vs}
with weights 0, 2, 3, 1, 3 and 1, correspondingly.
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Fig. 3. Distribution of vertices among layers obtained by applying Algorithm 1 to G°.

X1

The rest of vertices (x1, T1, v1, Ve, V4, Us, U7, Us, V10, V13) are movable, and as it is shown
above for each of them there exists the nonempty set of layers where the vertex can be.
Vertex x, can be in layers Ly and Lo; Ty in Ly, Lo, Ly and Ly; vy in Ly, Ls and Lg; vo in Lj
and L67 V4 in L3, L4, L5 and L6, Us in Lg, L4 and L5, (0rd in LQ, Lg, L4 and L5, Vg in L4
and Ls; v in L3 and Ly; v13 in Ly and Lz. But the positions of some vertices may depend
on the positions of other ones. In particular, the vertices connected with an arc cannot be
in the same layer.

We suggest the following technique to distribute the vertices among layers so that the
sum of the layer weights becomes possibly minimal. Having removed the immovable vertices
and their incident arcs from G, we obtain digraph H where we choose a vertex of maximum
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weight in each component of H. We put this vertex v in one of the layers of maximum
weight that is acceptable for v. After this, the bounds of the vertex positions will change,
and some movable vertices will become immovable. The further distribution of the vertices
among the layers can be made for each component of H in the same way.

Figure4 shows the digraph H with one component from the example on consideration.
The vertices z; and Z7 with zero weights can be put in any layer. According to the above
technique, we put the vertex vs of maximum weight in the layer Ls. Finally, we obtain
Ly = {21,771, 22,73, x3, 24}, Lo = {12,013, v14}, L = {5, 07,010,011}, La = {01, 04,08, 09},
L5 = {UQ,UG} and L6 = {Ug}.

vi(3) va(1)

Fig. 4. Digraph H.
4. Equalization of paths in a digraph

Let us make all the lengths of paths in a digraph be equal by adding new vertices
of zero weight. As a result, the initial digraph G = (V, A) is transformed into digraph
G' = (V' A"). New vertices are added to layers in G so that N*(v) C L;y; for any v € L,
1 =1,2,...,m-1, the vertex accessibility being kept. Here the vertex accessibility means
that in any path from any vertex v € V to u € V in digraph G’, the sequence of vertices
from V' is the same as the sequence of vertices in the corresponding path in G. The new
vertices are assigned with zero weight. To do it, Algorithm2 is used. The digraph G’
obtained from G in such a way is shown in Fig. 5 where the new vertices are indicated by
light circles.

Algorithm 2

1) i:=0,7:=0;,U :=g;

2) i:=1+1. If i =m, go to 4, otherwise L := L;;

3) If L =g, go to 2, otherwise choose v € L, L := L\ {v}, A:= N*(v)\ Lis1.

If A= @, goto3,otherwise j := j+1, U := UU{u;}, NT(v) := (NT(v)NL;y1)U{u;},
N*t(uj) == A, Lit1 := Liy1 U {u;}, go to 3;
4) End.

5. Partitioning a circuit into cascades

Every layer of a circuit has a set of weights assigned to vertices belonging to the layer.
The maximum weight in the layer is the delay of passing signal through it. A given com-
binational circuit must be partitioned into a fixed number k£ of cascades, the delay in the
slowest cascade being minimal as possible. Each cascade is an ordered set of layers. The
following problem arises. A similar problem is considered in [7].

A sequence (aj,as,...,a,) of positive numbers is given. A part of it in the form
(ap,aps1,...,aq) where 1 < p < g < n is called segment. A given sequence must be par-
titioned into a fixed number k of segments By, Bs, ..., By where B; = (an;,_,+1,---,0n;),
1=1,2,...,k, ng =0, np = n, with the following properties. Segments By, Bs, ..., B

correspond to Sy, Sa, ..., Sy where S; = ) a;, and max{S;, Ss, ..., S;} must be minimal.
ajEBi
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Fig.5. Digraph G’ with equalized paths.

The elements Sy, Ss, ..., Sk correspond to the desired cascades of the given circuit, and
each of them is proportional to the delay of the corresponding cascade.
We suggest the following method to obtain a solution for this task next to optimal.

First, the lower bound of the largest delay in a cascade is determined as b = (Z aj> k.
j=1

The current i-th segment is formed by accumulation of the sum S; = ) a; comparing it
ajGBi

with the bound b. When S; > b after adding next a; to the sum S;, the rightmost element

in B; is a; if b — (S; —aj) > S; — b, and a;_; otherwise. The procedure is repeated for the

rest of the sequence (ay,as, ..., a,).

k
Below, Algorithm 3 is given. It solves this problem when [ »°S; | /k > a; for any
j=1

1 =1,2,...,n. The sequence ni,ns,...,n, represents a solution of the problem where n;
is the number of the rightmost element of i-th segment. In Algorithm 3, the symbols 7, S
and B denote the maximal delay in a cascade, average value of S; and the current value
of S;, correspondingly.
Algorithm 3
1) 1:=0,R:=0,7:=0,1:=k, ni :=m;
2) If i = n, go to 3, otherwise i :== i+ 1, R := R+ a;, go to 2;
3) S:=R/l,i:=0,B:=0,j:=1,
4) i:=i+1. If i =n, go to 6,
otherwise C':= B, B:= B +a;. If S > B, go to 4,
otherwise D :=S —-C, E:=B - 5.
Ift D<FE, then j:=j+1,nj:=1—1, B:=a;, go to 5,
otherwise j :=j+1,n; =14, C:= B, B :=0;
5) l:=1—-1,R:=R—-C,S:=R/l. If 1 <C, then 7:=C, go to 4,
otherwise go to 4;
6) End.
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In the considered example, the sequence of numbers (0, 2, 4, 1, 3, 1) represents the
delays in the layers. Suppose this sequence must be partitioned into three segments (k = 3,
n = 6). The result of execution of Algorithm 3 is the sequence (ni,nq,n3) = (2,3,6), and
the maximal cascade delay is 5.

The triggers must be in the circuit after the second, third and sixth layers at each of
the rightmost element of every cascade. The digraph transformed appropriately is shown
in Fig.6 where the vertices corresponding to triggers are marked with d;. The vertices
representing fictive elements with zero delay must be removed from the digraph.
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Fig.6. Digraph with vertices corresponding to triggers.

Figure 7 shows the circuit working in the pipeline mode as a result of transformation of
the circuit at Fig. 1. The inverse outputs of triggers are used instead of invertors in Fig. 7.

Suppose, the trigger delay is four conventional units of time that are used for estimate of
cascade delay in the circuit from the considered example. The delay of the slowest cascade
is equal to 5. So, the clock time period must be at least 9. According to the formula (2)
the acceleration of signal processing can be reached when the length of the input sequence
is at least 14. The complete reaction of the initial circuit to such a sequence will be after
154 conventional units of time, while the pipelined circuit will produce the reaction after
153 units. It is seen from the formula (1) that the difference between these values will
increase if the length of input sequence increases.

Conclusion

The suggested approach to increasing the throughput of a combinational circuit is in-
tended for its application to ready circuits, and it solves this task at the level of circuit
technology. Perhaps, the more effect can be reached at the functional level. But in this
case, it is necessary to design the circuit from the start, having its functional description.
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Fig. 7. Circuit working in pipeline mode.
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