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Abstract. Reputation and Trust models have successfully been implemented to ensure security and maintain
nodes’ trustworthiness in decentralized networks, including autonomous vehicles (AVs). However, the implementations
of these models usually lack of objective parameters to calculate the initial Reputation values. In this study, we employ
reliability-based approach to evaluate the initial Reputation value.
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The evolution of Information and Communication technology over the past few decades has resulted
in the emergence of Internet of Things (1oT) and Smart Everything concepts. These concepts are generally
based on the integration of physical and information components, and on the interconnections between them.
Such an integration became known as Cyber-Physical Systems (CPSs) [1]. An example of a CPS is an au-
tonomous monitoring system that has a sensor component (e.g., camera) and a video processing component
(e.g., Machine Learning classifier) that performs video classification and pattern recognition operations.

Reputation and Trust models usually find their application in the systems whose elements communicate
directly with each other and are essentially decentralized. An example of such systems is peer-to-peer (P2P)
computer networks, where there no central server and the nodes communicate directly with each other [2].
For the nodes of P2P networks, it can be extremely important to evaluate the information received from oth-
ers in order to choose their further actions within the network (e.g., packets forwarding towards a final desti-
nation). In VANETS, the communication between AVs and infrastructure roadside units are also decentralized,
and can be considered as a P2P network [3]. There are various models for man aging such networks and
practical examples of their application [4].

Reputation and Trust indicators can be implemented and calculated in different ways in the context of
computer systems. Generally, most of them define some quantitative indicators to evaluate how trustworthy
is the agent by the other agents. Mui, Mohtashemi, and Halberstadt define Reputation as an indicator that an
agent creates through their previous actions [5]. The Trust indicator, in this case, is a subjective expectation
one agent has about another agent’s future actions based on the history of their interactions.

The application of Reputation and Trust-based approach to AVs intergroup communication allows to
improve its security and safety [6, 7]. However, Reputation and Trust approach has a substantial drawback.
Let us consider two cases: AV’s group initialization moment, when the agents do not have any information
on the previous actions of each other; and when a new agent joins to an already existing AVs group, and the
group participants also do not have any information about the new agent’s previous actions. In these two
cases, the initial Reputation indicator value cannot be calculated based on the previous actions or “correct-
ness” of the transmitted data be the agents. In these scenarios, the Reputation initial value is initialized as
a constant (e.g., 0.5 in [6]). This initial constant initialization allows the potential adversarial or failed agent
to transmit “incorrect” before their Reputation will drop below the acceptable threshold.

To address this drawback, an approach based on Data Quality (DQ) concept was proposed [8]. This
solution allows to use such data source’s characteristics as accuracy and security to calculate the initial
Reputation value. This solution allows to rely on not only subjective evaluation of the agent’s Reputation by
the other agents, but also on the objective parameters based on the agent’s hardware components. Agents DQ
value depends on how “well” their sensors and devices are working at the evaluation moments: if there any
failures or deviations from normal, the DQ value will be decreased [8]. However, the methods on deriving
these data source’s parameters to calculate DQ value are highly scenario-specific and under-researched [9].
An approach partially related to evaluating of the robotic device’s hardware characteristics was presented in [10].
The authors proposed to consider various probability-dependent parameters in the robotic device’s control
strategy, for example, a failure rate of the robotic device’s subsystem. Such an approach has motivated us to
investigate and develop probability-dependent parameters based on AV’s device characteristics to calculate
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DQ values. We base our metrics on the reliability theory [11], which considers the probability of the sys-
tem’s components operation failures. We assume that the “correctness” of the data transmitted by the agents
is related to this probability. The less reliable the agent’s components, the lower its Reputation value should
be initialized, and otherwise. This approach allows us to obtain objective basis for the initial Reputation
calculation, which previous models lack [6, 12].

We incorporate the terms of failure, time between failure, and probability of failure-free operation into
the initial Reputation value calculus. We incorporate these terms into the previously developed Reputation
and Trust approach to calculate the initial Reputation value based on AV’s hardware reliability characteris-
tics. This solution allows to rely real physical AVs characteristics with the probability of “incorrect” data
production and transmission. To test the proposed approach, we verify it on a well-known real-world hard-
ware 10T components. The contribution of this paper is twofold. First, we provide a theoretical reliability
based approach to calculate the AV’s initial Reputation value. The approach allows to rely the hardware
characteristics and the data produced by an AV model based on these hardware. In addition, we verify
the proposed approach implementation on the intersection management problem with a software simulation.
The initial Reputation values for the software simulation are based on the real-world device collected hard-
ware characteristics.

1. Initial Reputation Calculus
1.1. System Description

Let us define a group of AVs represented by the agents of decentralized network. The agents are able
to communicate directly with each other according to the P2P network communication model [2]. The data
agents exchange consist of their final destination and agent’s current condition (e.g., current location, energy
resource, etc.). The main objective of the agents’ group is to safely traverse the intersection [6, 13].

We assume, that each agent’s architecture includes several sub-systems, the failure of which affect the
reliability agent’s reliability. Such sub-systems depend on the agent’s functionality and architecture. Below
we provide some examples of such sub-systems.

— Communication sub-system. If an agent is disconnected from the communication channel or its com-
munication sub-system fails, it becomes unable to update or transmit “correct” information to other agents.

— The agent’s computing sub-system is responsible for the agent’s decision-making. If it fails, the
information transmitted by the agent cannot be considered as reliable.

— Sensing sub-system for obtaining data from the environment (e.g., camera, radar, or other sensors).
Failure of this sub-system leads to the obtaining of “incorrect” data from the environment and its transmis-
sion to other agents.

Based on the probabilities of these sub-systems’ failure, we propose to evaluate the agent’s initial
Reputation value. To formalize these probabilities, we employ the exponential distribution law [11. P. 86].
In our case, we assume that the sub-systems’ failures are constantly distributed, can occurred in a random manner,
and are not caused by the deterioration or aging of the agent’s parts. If the agent’s components are deteriorated,
it will be necessary to use a different distribution, but the basic calculation principle will not change.

1.2. Initial Reputation Calculus

Here we define failure probabilities and other terms according to [11]. Probability of failure during
the sub-system operation time t can be defined as (1).

F(t)=1-¢e", (1)
where A is a constant failure rate, and e is an exponential distribution.
From (1) we can derive the equation for failure-free operation during time t (2)

P(t)=1- F(t) =e™". (2)
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The parameter A can be calculated according to (3)

1
A=—, ®)
TO
where To is the mean time between failures. It is calculated as (4).
N .
To-2HL, @
i m;

where:

— N is the total number of sub-system’s components for which the indicator is calculated,

— tjis the operating time of the i-th sub-system’s element;

— m; is the number of failures of the i-th sub-system’s element for the entire operation period.

For the i-th agent, as the initial Reputation value Rqi, we consider the probability of its non-failure
operation Pg;. Let each i-th agent is composed of a set of sub-systems: Sei = {s1, . . ., Sm}, and Pj(t) is the
probability of non-failure operation of the j-th subsystem of the i-th agent during the time t, which can be
calculated as (5).

Ri()=¢"", 5)
where A is the corresponding parameter of the i-th agent’s j-th sub-system. According to (3) failure rate for
(5) can be calculated according to (6).

1

R
ij

: (6)

where TOij is the mean time between failures of the i-th agent’s j-th subsystem. Further, according to the [11.

P. 120-124], we need to calculate the probability of failure-free operation for the combination of these sub-
systems, which is an entire agent. To do this, we need to consider how the agent sub-systems are interrelated
in terms of failures. If the sub-systems are connected in such a way, that the failure of any of them leads to
the failure of the entire system, then it can be referred to a serial connection. In another case, the sub-systems
are connected in a parallel manner. For such a connection, the probability of failure-free operation during the
required time to considering (6) can be calculated as (7).

P, = 1R (t), @)
j=1

where m is the total number of the agent’s sub-systems; and to is the required operating time.
After that, the value calculated as (7)) can be incorporated into the Reputation calculus instead of R
value, described in [6]. The modified initial Reputation value can be calculated as (8):

TR () + Xha li, 1 > 0.5
TRy (to) + Tk I — (Ry —e7 47, 1, <05,

— >t 1y, is the sum of Truth values for the previous iterations [6];

— R is the Reputation value on previous iteration;

— It is the Truth value on current iteration.

From the developed calculus, the following points can be derived.

1) Every Reputation model has its penalty system, when the agents with low reputation are punished
in some way. Usually they are excluded from further group communication [6]. If any of the agent’s sub-System
is initially considered faulty (the probability of its failure-free operation is close or equal to zero), then the agent’s
Reputation will also be close to 0. Therefore, this agent will be excluded from the group communication after
the first Reputation evaluation round. Such a scenario is true only if the sub-systems are connected serially.
This means that if the key agent’s sub-systems fail, the agent is excluded from the group communication.

2) The proposed initial Reputation value calculation approach sets a specified quality bar for all
agent’s sub-systems and their components. So, for example, if we have three serially connected sub-systems,

(8)

t
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then to obtain an initial Reputation value of 0,5, the reliability indicators of the sub-systems should be about 0,8.
With the increase in the sub-systems number, the requirements for these indicators will increase too.

3) The values obtained with (8) are always in the [0, 1] interval, as the probability of a random event is
also lies in this interval.

One can see that the initial Reputation value is based on the sub-system’s uptime, as we are considering
the probability of uptime for a certain time t. This is justified by the fact that when the system is required
to work longer, we will obviously impose higher requirements on the agents’ reliability. Let us suppose that
we have a group of agents, each of which with a high probability will not fail for an hour of real time. Then,
we can employ these agents in a system that should run for half an hour. However, these agents are not
enough reliable for a system that needs to run for 6 hours, for example. This fact allows us to clarify the value
of the initial agent’s Reputation of agents, depending on the user and/or application requirements.

2. Empirical Study
2.1. Experimental setup

To verify the proposed reliability-based Reputation calculation approach, we conduct an empirical
study. First, we employ real hardware components of the AV’s models developed for our previous study [6]
to calculate their reliability values. Then, we integrate the developed reliability-based calculus in our inter-
section management simulation environment, and compare the effectiveness with the traditional constant
Reputation value initialization.

Each agent has the following subsystems:

— Computing sub-system, which is a small on-board computer used by the agent for decision-making
and evaluation of the received information.

— The controller sub-system, which is used to provide connectivity between the computing and other
sub-systems.

— The communication sub-system, used by an agent to transmit and receive information from other
group participants.

— The ultrasonic rangefinder (URF) sub-system, which is used to avoid obstacles while driving.

— The vision sub-system (on-board camera), that the agent needs for localization and mapping.

Each of these sub-systems has its reliability indicator, which depends on the probability of failure-free
operation for a given time. Let us assume that the agent should work without failures within 30 minutes.
Such a minor time interval is chosen in the consideration of the widely available and cheap hardware com-
ponents, employed in this study. We assume, that each of the defined sub-system’s depends on a particular
hardware component that corresponding to this sub-system. The employed AV model’s hardware compo-
nents are listed below.

1) Raspberry Pi 3 single-board computer, which serves as the computing sub system. It directly
receives the data from an on-board camera, and from the communication sub-system via Arduino Nano;

2) Arduino Nano is connected to the URF and communication sub-system, and serves as a controller
sub-system;

3) NRF24L01 serves as a communication sub-system. It is connected to Arduino Nano via SPI;

4) URF sub-system is connected to the Arduino Nano digital outputs;

5) RaspiCam is chosen as the AV’s on-board camera, and it serves as the vision sub-system. It is con-
nected with the computing sub-system, which processes the obtained image via OpenCV.

In Fig. 1 connection between hardware components is presented.

For this empirical study, we use two previously developed AV’s models with two single sets of
components, listed above. We ran these two models to drive through the intersections on our testbed [6] for
30 minutes, and monitored their sub-system’s failures. Usually, it is possible to determine quite accurately
that one of the agent’s sub-systems has failed, as, depending on the subsystem, the agent can start to transmit
meaningless data or stops updating information about their actions. According to the obtained results, we
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calculated the reliability indicators for both sets, which are presented in Table 1. Based on the 7 and 8, and
assuming that all sub-systems are connected in series, we calculated the new initial Reputation value for two
sets of sub-systems. These values are also presented in Table 1.

=<device>>
Raspi Cam

' Image from camera
Use

v

<<device>>
Raspberry Pi 3

Commands and data to transmit | /\
Use U;;e N
H Data from communication sub-system
A4
<<device=>>
Arduino Nano e Use- -«

Distance to the obstacle

Recieved data
Data to transmit

=<device>>
NRF24L01

<<device>>
Ultrasonic Range Finders

Fig. 1. Hardware connection UML-diagram

Table 1

Reliability values for the studied real hardware components

Hardware component First set Second set
Raspberry Pi 3 0,98 0,95
NRF24L01 0,94 0,90
Arduino Nano 0,82 0,70
Camera 0,97 0,89
Rangefinders 0,94 0,85
Reliability value 0,68 0,45

2.2. Software Simulation Assumptions

Since we have a limited number of AVs models, we leveraged the software simulator for the AVs in-
tersection management system [14]. We used the Reputation values obtained with the hardware components
to initialize agents’ Reputation indicators. Let us assume that about half of the agents in the system have sub-
systems’ reliability indicators higher than 0,5, and the other half have lower than 0,5.

The simulation parameters can be represented as follows.

1) Two groups of experiments were conducted: with the constant Reputation initialization (0,5); and
based on the calculated reliability characteristics.

2) In both experiment groups, there were two sub-groups: for each values calculated based on the studied
hardware set.

3) A group of 20 agents operates in the system. The main objective of the agent is to safely and opti-
mally traverse the intersection. Detailed simulation environment description is provided in [14, 15].

4) 1000 iterations of the simulation are conducted for each sub-group.
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5) Initially agents in the group have different reliability indicators for their sub systems. To avoid
setting the same reliability values for different agents, we took values from Table 1 and randomly distribute
it over the agents. As we studied two hardware sets, we divided our agents into two sub-groups of 10 partici-
pants: with initially more reliable components, and with less reliable ones. The reliability values are initialized
in the range of 0,65 — 0,72 for the first sub-group, and in the range of 0,42 — 0,45 for the second set.

6) Agents’ sub-systems can fail in the operation process with a probability corresponding to the expo-
nential distribution law. The parameter A for a given distribution law is obtained from the reliability indicators
of agent sub-systems. After sub-system fails agent starts transmitting “incorrect” data. Data is considered
“incorrect” when it does not represent the real condition of the agent or surrounding environment,

7) Agents are able to determine when one of their subsystem fails.

8) The assumed uptime for all agent’s subsystems is set to 30 minutes, and every 30 seconds agents
communicate with each other and perform one round of the Reputation values calculation.

9) When agent’s Reputation drops below the 0,3 threshold, they are excluded from the group commu-
nication.

2.3. Results

As an evaluation criteria, we considered the following ones: average time Tayg and its standard devia-
tion o7 of the agents’ operation during the experiment; and the average time required to exclude failed agent
from the group communication Terr avg and its standard deviation ot er. Moreover, to investigate the effect
of reliability-based Reputation indicators affect the operation time of the agents. To address this question,
we calculate the linear correlation coefficient between the time spent by agents in the system and their initial
reputation value ryep. The empirical study results are represented in Table 2.

Table 2
Empirical study results
Initial Reputation calculus Components’ set Tavg, SEC oT, Sec Terr_avg, SEC GT_err, SEC
- First set 1453 387 827 701
Realibility-based Second set 1030 395 602 554
First set 1374 417 787 744
Constant-based (0,5) Second set 1081 431 643 600

In Fig. 2 The relationship between the agent's initial Reputation value and the time of agent's operation
in the system is presented.
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Fig. 2. The relationship between the agent's initial Reputation value and the time of agent's operation in the system
(dots — initial Reputation and time values, orange line — linear regression)

As one can see from the obtained results, the employment of reliability indicators allows to slightly
decrease average time to exclude agents that provide “incorrect” data due to sub-systems failures. The linear
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correlation coefficient between the overall average agent’s operation time (calculated based on both sub-groups),
and initial reliability indicator is rvep = 0,97, which can be interpreted as a strong relationship between the
initial reliability indicators and the agent’s operation time. Moreover, it can be seen that in all cases with
reliability indicators, the standard deviation de creases. This can be interpreted by the fact that all agents are
initially divided into two groups according to the initialized Reputation values. Thus, the spread of values
both for the time spent in the system and for the agent’s exclusion from the group communication decreased.

The results on correlation allows us to say that with reliability indicators it becomes possible to predict
the average time of how long the agent with a specified reliability value will operate in the system. With the
traditional Reputation initialization approach, such prediction is impossible, as there is no objective indica-
tors can be used. In addition, reliability-based approach allows to reduce the time to exclude a failed agent
from the group communication.

Conclusion

In this paper, we proposed to integrate reliability indicators to improve Reputation and Trust-based
approach for AVs intergroup communication. Reputation and Trust models have found its implementation to
enhance security in VANETS. However, these models has a substantial security gap — they rely on retrospective
actions of the agent, and the initial Reputation value are usually set as a constant. In our preliminary research,
we developed various approaches to address this issue [8, 12], but the direct relationships between the “cor-
rectness” of the data produced by the AVs and its hardware components were not considered in those studies.
In this study, we employ reliability indicators to assess the AVs hardware parameters and to use these pa-
rameters to define initial Reputation value. We lever aged terms and models from the reliability theory and
integrated them into the initial Reputation value calculus. Furthermore, to verify the reliability-based
approach, we conducted an empirical study, We employed two real-world AVs models, developed in our
preliminary intersection management research, and used its hardware components to empirically obtain
reliability indicators. Furthermore, we conducted a set of software simulations to investigate the effect of the
developed calculus against tradition Reputation initialization. The results showed that in the reliability-based
approach the initial reliability indicator and the agents operation time are strongly correlated with each other
(0,94). In addition, the approach allowed to decrease the time for exclusion failed agents’ from the intergroup
communication.
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