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Аннотация. Разрабатывается методика моделирования процесса перевалки в универсальных морских портах. 

Модели имеют вид управляемых сетей массового обслуживания, в которые поступает несколько неординарных 

входящих потоков заявок, описывающих прибытие грузов на наземном и морском транспорте. Подсистемы 

порта моделируются разными типами систем массового обслуживания, в том числе управляемыми, допускаю-

щими регулирование параметров. В результате в модели учитываются влияние случайных факторов на работу 

порта и вариативность технологии перегрузки в его подсистемах. Для апробации методики выбран универсаль-

ный морской порт Куангнинь, Вьетнам. На основе результатов численного исследования его модели сделаны 

выводы о текущей пропускной способности объекта и построен прогноз эффективности его работы при увели-

чении грузопотоков. 
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Abstract. The article focuses on developing a methodology to model the transshipment process in universal sea-

ports. The proposed models have the form of a controlled queuing network, which receives multiple incoming flows 

of requests representing the arrival of goods via both land and sea transport. We employ different types of queueing 

systems, including controlled systems that adjust operational parameters based on predefined rules, to model the various 

subsystems of the port. This approach allows the model to account for the impact of random factors on port operations, 

as well as changes in transshipment technology across subsystems. To validate the methodology, we apply it to the 

universal seaport of Quang Ninh, Vietnam. A numerical analysis of the port’s model provides insights into its current 

throughput capacity and forecasts operational efficiency under increased cargo flows. 

Keywords: queueing theory; universal seaport; mathematical modeling. 
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Введение 

 

Морские порты являются ключевым элементом для организации мультимодальных международ-

ных грузоперевозок, так как от их эффективности зависят объемы и скорость доставки грузов [1].  

С середины 2024 г. наблюдаются признаки перегрузки крупных портов в различных регионах мира  

из-за роста товаропотоков, а также сбоев в работе, которые, в частности, вызваны затрудненным судо-

ходством в Красном море и Панамском канале [2]. В этой связи актуальной остается задача оценки 

пропускной способности портов и ее своевременного повышения при росте грузопотоков. Традици-

онно подобные задачи решаются с использованием методов математического и компьютерного моде-

лирования, а также сценарного анализа.  

Основная ценность моделирования заключается в оптимизации технологических процессов за счет 

рационального распределения ресурсов (погрузочно-разгрузочной техники, складских мощностей, 

транспортных потоков), что приводит к минимизации времени обработки судов и снижению простоев. 

С точки зрения экономической эффективности данный подход позволяет идентифицировать узкие места 

в эксплуатационной деятельности, что способствует сокращению издержек и улучшению финансового 

планирования. Кроме того, моделирование обеспечивает прогнозирование пропускной способности 

порта в условиях изменяющегося грузопотока или внешних факторов (например, погодных или поли-

тических), возникновения сбоев в работе порта (задержки судов, аварии и т.п.), а также служит инстру-

ментом оценки эффективности инновационных решений (автоматизация терминалов, расширение при-

чальных линий, внедрение цифровых технологий) до их физической реализации, что снижает инвести-

ционные риски и повышает общую надежность портовой инфраструктуры. Ключевыми показателями, 

характеризующими пропускную способность системы, являются среднее время ожидания судов на 

якорной стоянке, степень загрузки портового оборудования, доля грузов, обслуженных без задержек. 

Для их оценки, как правило, применяются модели, в которых учитываются особенности массового по-

ступления и обслуживания товаров, т.е. теории массового обслуживания (ТМО) [3].  

Простейшие системы массового обслуживания (СМО) впервые были применены около 50 лет 

назад для описания причалов и складов в морских портах [4]. В настоящее время для учета их сложной 

структуры обычно используются сети массового обслуживания (СеМО) [3], которые представляют собой 

набор связанных между собой СМО (узлов), что позволяет отобразить разные параметры работы под-

систем порта и несколько маршрутов движения грузов между ними, включая кольцевые. В [5–7] СеМО 

используются для выбора рациональной конфигурации порта и его подсистем. В [8] представлена 
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модель перевозки контейнеров между причалом и складской площадкой, в [9] исследован процесс пе-

редачи товаров с морского транспорта на сухопутный, в [10] на основе СеМО построена модель транс-

портной сети, включающей несколько портов, и изучено влияние перегрузки некоторых из них на ра-

боту всей сети. В [11] с помощью СеМО с BMMAP-потоком исследован морской угольный терминал.  

В указанных выше и других аналогичных работах используются стационарные модели, которые 

не позволяют учесть изменение режима функционирования подсистем порта во времени и погрузочно-

разгрузочного оборудования в зависимости от типа прибывающего товара, что принципиально для уни-

версальных морских портов [1]. В этой связи нами начат цикл работ, посвященных применению для моде-

лирования портов нестационарных СеМО. В [12] проведен анализ эффективности перегрузки в морском 

контейнерном терминале, в [13] – обработки однотипных грузов в универсальном морском порту.  

В данной статье представленный подход [12, 13] усовершенствован, и на его основе разработана 

методика моделирования универсального морского порта, обрабатывающего два и более типов това-

ров. В отличие от [12, 13] в ней используется управляемая СеМО, в которой возможно изменение па-

раметров работы узлов по определенным правилам [14]. В частности, допустимы колебания интенсив-

ности входящих потоков заявок и числа работающих каналов в узлах в зависимости от времени, выбор 

альтернативного маршрута движения заявок внутри СеМО. В качестве объекта апробации методики 

был выбран универсальный морской порт Куангнинь, Вьетнам. Структура этого порта включает типо-

вые элементы, поэтому он является подходящим примером для демонстрации возможностей методики.  
 

1. Методика математического моделирования работы универсального морского порта 
 

Под универсальным морским портом понимается механизированный комплекс, предназначенный 

для перегрузки различного количественного сочетания генеральных, навалочных, насыпных и лесных 

грузов, поступающих с морских и речных (барж) судов, автомобильного и железнодорожного транс-

порта. Такие порты оснащены несколькими причалами и специализированной техникой для работы  

с разнообразными грузами, двумя и более складами для их временного хранения, грузовым фронтом 

для наземного транспорта, а в акватории имеется якорная стоянка для судов. Грузы между причалом и 

складами перевозятся на внутренних грузовиках [1].  

Ранее был предложен подход моделирования морских портов на основе нестационарных СеМО 

[12, 13]. В данной статье для описания универсального морского порта используется более сложная 

разновидность таких СеМО. В ее узлах число работающих каналов меняется в зависимости от времени 

(смены), а вероятности переходов заявок между узлами могут меняться динамически в зависимости  

от загруженности самих узлов. Опишем применяемый аппарат более подробно.  

Математический аппарат. Под СеМО понимается совокупность конечного числа S (S ≥ 2) взаи-

мосвязанных между собой СМО (узлов). В открытую систему заявки поступают из D внешних источни-

ков, которые, как правило, считаются фиктивными (дополнительными) узлами. Тогда маршруты движе-

ния заявок внутри системы хранятся в маршрутной матрице P размера ( ) ( )S D S D+  + . Ее элементы 

; 0i jP   – вероятности перехода заявки из узла i в узел j, при этом 1; ;0, 1, 1, .S D
ji i i jP P i S D+
== = = +   

Если j – фиктивный узел, то заявка покидает СеМО.  

Управляемые СеМО имеют две отличительные особенности. Первая – часть узлов относится  

к классическим (стационарным) СМО [4]. Для их формального описания применяется символика Кен-

далла–Башарина, в которой узел i S  представляется в виде: 

 / / / ,X
i i i iA B y z  (1) 

где Ai – входящий поток заявок; Bi и Xi – законы распределения времени обслуживания и размера об-

служиваемых групп заявок в каналах; yi – число каналов; zi – вместимость очереди. Если параметры 

входящего потока в узел i неизвестны, то на первой позиции в (1) ставится символ «*».  

Другая часть узлов относится к управляемым СМО [14–16], в которых допустима регулировка 

по определенным правилам: (а) интенсивности поступления и обслуживания заявок в каналах; (б) числа 

работающих каналов; (в) вместимости очереди. Для описания таких узлов в (1) применяются:  
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– в случае (а) Ai(t) и Bi(t) – параметры потока заявок, и их обслуживания зависят от времени; 

– в случае (б) ui(ni), где ui и ni – минимальное и максимальное число работающих каналов; 

– в случае (в) zi(X) – вместимость очереди меняется динамически и становится равной размеру 

поступающей или обслуживаемой группы заявок в узле.  

Вторая отличительная особенность управляемых СеМО заключается в том, что значения Pi;j мо-

гут меняться при наступлении заданных событий, тогда как в стационарных СеМО они неизменны.  

В частности, если свободного места в узле j недостаточно для принятия заявок с узла i, то выбирается 

доступный альтернативный маршрут. Если его нет или он недоступен, то происходит временная бло-

кировки каналов узла i до тех пор, пока в узле j не освободится достаточно места. 

Методика моделирования. Модель в виде управляемой СеМО строится в три этапа: описание 

входящих грузопотоков, моделирование процесса их обслуживания в подсистемах порта и учет раз-

личных маршрутов движения грузов внутри системы. 

Описание входящих грузопотоков. Грузы прибывают в порт на разных типах транспорта, кото-

рые считаются источниками грузопотоков. Их модели в ТМО – входящие потоки заявок на обслужи-

вание. Под заявкой понимается единица измерения массы груза, как правило, тонна.  

Баржи движутся независимо друг от друга (отсутствие последействия). Среднее их число в сутки 

известно и не меняется (стационарность). Следовательно, входящие потоки барж можно описать ста-

ционарным Пуассоновским (простейшим – Mi) потоком заявок. В нем промежутки времени между  

поступлением заявок описываются экспоненциальным распределением exp(λ), где λ – интенсивность. 

В отличие от барж среднее число прибывающих автомобилей в порт в течение суток может суще-

ственно меняться в зависимости от смены. Поэтому для описания их поступления используем неста-

ционарный Пуассоновский поток (Mi(t)).  

Протяженность морских маршрутов и влияние большого числа факторов приводят к тому, что 

время поступления судна в порт не может быть точно определено. В этой связи, согласно Центральной 

предельной теореме, время между поступлением судов можно принять случайной величиной, которая 

подчиняется нормальному распределению N(μ; σ), где μ – математическое ожидание, σ – среднеквад-

ратическое отклонение. Такой поток заявок обозначим далее через Gi.  

Транспортные средства имеют существенный разброс по вместимости, а размеры партий груза  

в них далеко не всегда заранее известны получателю. Следовательно, все представленные потоки будут 

неординарными, а размеры групп – случайными величинами. Для их описания используется дискрет-

ное равномерное распределение U(a; b), где a и b – наименьшая и наибольшая партии грузов.  

Обработка грузов в подсистемах моделируются узлами СеМО разных типов: 

– / / / 0X X
i i iA B y  – многоканальные СМО с отказами применяются для моделирования: работы 

якорной и автомобильной стоянок, где транспортные средства ожидают разрешения на вход в порт; 

движения грузовиков через ворота; перевозки грузов на внутренних грузовиках. В этих подсистемах 

парковочное место или само транспортное средство выполняет роль обслуживающего устройства.  

– * / / /X
i i iB y z  – многоканальные СМО с ограниченной вместимостью очереди используются 

для описания работы складов и причалов. Здесь каналами является погрузочное оборудование, а оче-

редь – доступная площадь для размещения груза. 

– / / / ( )X Y
i i i iA B y z X  – многоканальные СМО с меняющейся вместимостью очереди описывают 

процесс разгрузки судна на причалах. Каналы соответствуют оборудованию на них, а очередь – раз-

меру прибывающей на судне партии груза.  

– * / /1/ ( )X
i iB z X  – одноканальные СМО с меняющейся вместимостью очереди моделируют 

процесс погрузки товара на судно и отправление его из системы. Каналом является судоходный канал, 

очередь – размер отправляемой на судне партии груза.  

– * / / ( ) / 0X
i i iB u n  – СМО с отказами и меняющимся числом работающих каналов применяются 

для описания движения внешних грузовиков между воротами и складами. Каналы описывают работу 

грузовиков, число которых равно ui в дневную и ni в ночную смену.  



Математическое моделирование / Mathematical modeling 

8 

Грузы перевозятся на транспорте и перегружаются партиями, поэтому во всех узлах допустимо 

групповое обслуживание заявок. Из очереди заявки выбираются согласно дисциплине FCFS (First 

Come, First Served), т.е. в порядке поступления.  

Описание движения грузов. Для описания процесса принятия транспорта в порт применяется 

дисциплина полного отказа: если в узле число свободных мест меньше, чем размер прибывающей 

группы заявок, то они получают отказ в обслуживании и покидают систему. Принятые заявки движутся 

по системе в соответствии с заданными маршрутами, хранящимися в маршрутной матрице.  

 

2. Предметное описание и математическая модель объекта исследования 

 

Описание объекта. Порт Куангнинь (далее – Порт) расположен в ключевом экономическом районе 

на севере Вьетнама. Порт обрабатывает корма для животных, древесную щепу, строительные матери-

алы, руду, металлолом и контейнеры. Основную долю экспортных грузов составляет древесная щепа, 

а импортных грузов – корма для животных (95% общего грузооборота). Они доставляются в Порт 

тремя видами транспорта. На морских судах поступают корма для животных. Согласно данным за пер-

вые 6 месяцев 2024 г., в среднем прибывает 3 судна в неделю. Древесная щепа поступает по внутрен-

ним водным путям на баржах и автомобильным транспортом на грузовиках. В среднем ежедневно при-

бывает 6 барж и 125 грузовиков, из которых в дневную смену (с 6:00 до 18:00) поступает 50 грузовиков 

с щепой, а в ночную – 75.  

В 46 км от порта Куангнинь в море находится якорная стоянка на 6 мест. Также в 600 м от Порта 

расположена якорная стоянка для барж, вмещающая до 20 единиц. Среднее время движения от стоянок 

до порта с учетом швартовки составляет 3 ч для судов и 20 мин для барж.  

В самом порту имеется три зоны: причальная, складская и пропускной пункт, которые представ-

лены на рис. 1. Причальная зона включает четыре причала (№ 1, 2, 3, 4). Причал № 1 оборудован двумя 

береговыми кранами для разгрузки древесной щепы с барж, а причал № 2 – тремя береговыми кранами 

и предназначен для перегрузки животных кормов с морских судов. Причал № 4 оборудован тремя кон-

вейерными системами для транспортировки щепы в складские отсеки судна. Причал № 3 используется 

как для экспорта древесной щепы, так и для импорта кормов для животных, поэтому он оснащен тремя 

береговыми кранами и тремя конвейерными системами.  
 

 

Рис. 1. Схема порта Куангнинь  

Fig. 1. Scheme of Quang Ninh port 
 

На территории Порта расположено два типа складов: 6 крытых складов для хранения кормов для 

животных «К» (см. рис. 1), которые вмещают 90 тыс. т груза; 8 открытых складов «О» (см. рис. 1) 

вместимостью 240 тыс. т для древесной щепы. На обоих типах складов действует по 6 экскаваторов 

(грузовой фронт). На пропускном пункте (ворота 5 на рис. 1) имеется 2 въездных и 2 выездных полосы. 

Также перед воротами со стороны дороги расположена стоянка на 25 мест.  

Перевозка товаров между причалами и складами осуществляется с помощью внутренних грузо-

виков: корма для животных перевозятся 20 грузовиками; древесная щепа – 30 грузовиками, из которых 
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10 обслуживают только причал № 1. Вывоз груза из Порта происходит следующим образом: в дневную 

смену в среднем прибывает 18 внешних грузовиков в час, а в вечернюю – 27 в час. 

Математическая модель. Порт Куангнинь ранее рассматривался авторами в [13], однако иссле-

довался только процесс перегрузки экспортных товаров. Из-за этого не была изучена работа причалов 

№ 2 и № 3 и крытых складов. Далее представлена модель порта Куангнинь с учетом перегрузки как 

экспортных, так и импортных грузов в системе, а также особенностей функционирования причала № 3. 

Описание входящих грузопотоков. В модели предполагается, что одной заявкой на обслуживание 

является одна тонна груза. В Порт прибывает три вида транспорта, следовательно, имеется три грузо-

потока. Для описания потока древесной щепы с барж применяется простейший поток (M1), а с грузо-

виков – неординарный Пуассоновский поток (M2(t)). Входящий поток кормов для животных модели-

руется неординарным потоком, в котором промежутки времени между поступлением групп заявок 

подчинены нормальному распределению. Параметры этих потоков представлены в табл. 1.  

Т а б л и ц а  1  

Модели входящих грузовых потоков 

Поток Вид транспорта Распределение интервалов времени Распределение размеров групп 

M1 Баржи exp(0,25) U(800; 1 000) 

M2(t) Грузовики exp(4,17) с 6:00 до 18:00 и exp(6,25) с 18:00 до 6:00 U(30; 35) 

G1 Морские суда N(56; 20) U(30 000; 42 150) 
 

Описание работы подсистем. Для описания работы якорных и автомобильной стоянок, ворот и 

движения внутренних грузовиков, привоза товара на внешних грузовиках применяется 9 многоканаль-

ных СМО с отказами (Узлы 1, 3–6, 8, 13, 16 и 19). Функционирование складов моделируется двумя 

многоканальными СМО с конечными очередями (Узлы 7 и 17). Работа внешних грузовиков, которые 

вывозят товар из Порта, описывается СМО с переменным числом работающих каналов (Узел 18), их 

число зависит от смены. 

Процесс разгрузки барж и судов на причалах № 1 и № 2 соответственно описывается двумя мно-

гоканальными СМО с изменяющейся вместимостью очереди (Узлы 2 и 15). На причале № 4 происходят 

загрузка судов и отправление их из системы. Для моделирования его работы используется два узла: 

Узел 9 – многоканальная СМО с конечной очередью – отображает работу конвейерных систем;  

Узел 10 – одноканальная СМО с изменяющейся вместимостью очереди – судоходного канала. На при-

чале № 3 происходят разгрузка, погрузка судна и его отправление из системы, поэтому применяется 

три узла (Узлы 11, 12 и 14), аналогичных Узлам 9, 10 и 15.  

Т а б л и ц а  2  

Модели работы элементов Порта 

Узел Элемент Модель Ti (часы) Xi (тонны) 

1 Якорная стоянка для барж M1
X/GX/20/0 N(0,33; 0,08) 1 000 

2 Причал № 1 для разгружаемых барж */MX/2/X1 exp(18,2) U(13; 15) 

3 Внутренние грузовики А */MX/10/0 exp(5) 15 

4 Автомобильная стоянка  M2(t)X/MX/25/0 exp(240) 35 

5 Ворота въезда */ MX/2/0 exp(60) 35 

6 Внешние грузовики А */ MX/10/0 exp(12) 35 

7 Открытые склады  */MX/6/240000 exp(21,4) U(13; 15) 

8 Внутренние грузовики Б */MX/20/0 exp(10) 15 

9 & 11 Конвейерные системы причалов № 4 и № 3 */MX/3/90 exp(60) U(3; 4) 

10 Причал № 4 для исходящих судов */GX/1/X10 N(192; 20) U(35 000; 44 000) 

12 Причал № 3 для исходящих судов */GX/1/X12 N(192; 20) U(35 000; 44 000) 

13 Якорная стоянка для судов G1
X/GX/6/0 N(3; 0,5) 50 000 

14 & 15 Береговые краны причалов № 3 и № 2 */MX/3/ X13 exp(24) U(13; 15) 

16 Внутренние грузовики В */MX/20/0 exp(4) 15 

17 Крытые склады */MX/6/90000 exp(12,5) U(32; 35) 

18 Внешние грузовики Б */MX/18(27)/0  exp(1) 35 

19 Ворота выезда */ MX/2/0 exp(60) 35 
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Таким образом, работа подсистем Порта описывается СеМО с 19 узлами, формальное описание 

которых в терминах ТМО представлено в табл. 2, где: Ti – распределение времени обслуживания; Xi – 

распределение размера обслуживаемой группы заявок в канале. 

Описание маршрутов движения грузов. Обработка импортных и экспортных товаров в Порту 

осуществляются отдельными подсистемами. Однако многоцелевой причал № 3 используется для экс-

порта или импорта, когда причалы № 2 или № 4 заняты. При этом на причале № 3 одновременно обра-

батывается только один вид товаров, и импорт имеет приоритет. Для учета этих особенностей в мо-

дели, во-первых, маршруты движения заявок могут меняться. Заявки после обслуживания в Узле 8 

следуют в Узел 9 и, только если он занят, направляются в Узел 11. Аналогично заявки движутся между 

Узлами 13, 15 и 14. Во-вторых, между Узлами 11 и 14 имеется связь: если в Узел 14 поступает заявка, 

то работа Узла 11 блокируется до тех пор, пока Узел 14 не опустеет.  

В модели имеется три входящих потока заявок, поэтому к 19 узлам необходимо добавить еще 

три фиктивных (О1, О2, О3). Следовательно, маршрутная матрица P будет иметь размер 22 × 22. Ее 

элементы определяются как относительные частоты – отношения размера потока грузов, поступающих 

в отдельную подсистему, к общему объему грузов в одном направлении. Она сильно разрежена и не-

информативна, поэтому элементы ; 0i jP   представлены в виде весов на рис. 2.  

 

 

Рис. 2. Схема СеМО работы Порта 

Fig. 2. Scheme of the Port's operation 
 

Здесь переменные a, b, с и d принимают значения в зависимости от заполненности Узлов 9 и 15:  

 
9 9

9 9

(1;0), ( ) ( ),
( ; )

(0;1), ( ) ( ),

E t F t
a b

E t F t

 
= 
 

 и 
15 15

15 15

(1;0), ( ) ( ),
( ; )

(0;1), ( ) ( ),

E t F t
c d

E t F t

 
= 
 

 (2) 

где Ei(t), Fi(t) – размер поступающей группы заявок и число свободных мест в очереди Узла i в момент 

времени t соответственно.  

Таким образом, математическая модель работы порта Куангнинь имеет вид открытой СеМО  

с тремя неординарными входящими потоками и 22 узлами. Два потока заявок описывают прибытие 

товаров на баржах и грузовиках, а один – на морских судах. Узлы СеМО отличаются типом, числом 

каналов и вместимостью очереди. Три из них фиктивные – источники потоков заявок, 13 узлов – ста-

ционарные СМО, 6 узлов – управляемые СМО. 

 

3. Вычислительный эксперимент 

 

Получаемая управляемая СеМО слишком сложна для аналитического исследования, поэтому для 

определения показателей ее эффективности применяется имитационная модель, основанная на дис-

кретно-событийном подходе моделирования и методе Монте-Карло [12]. Она реализована в виде про-

граммы, которая предназначена для определения показателей эффективности СеМО различной струк-

туры и сложности, в том числе с наличием управляемых СМО. Программа способна моделировать  

системы, в которых имеется до 100 узлов и до 50 групповых входящих потоков заявок с учетом изме-

нения их параметров со временем. 

С помощью программы выполнено два вычислительных эксперимента. Целью первого была 

оценка текущей загрузки Порта, а второго – определение максимальной допустимой нагрузки и узких 
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мест в структуре объекта. Для каждого эксперимента проведено по 10 пусков программы. Виртуальное 

время моделирования каждого составило 365 дней. Усредненные результаты пусков представлены да-

лее в таблицах и на рисунках, где используются следующие обозначения: m1, m2 и g1 – общее число 

групп заявок, поступивших из потоков M1, M2 и G1 соответственно; Ki – коэффициент использования 

каналов в узле i; Li – средняя длина очереди; bi – суммарная продолжительность (в часах) блокировки 

работы всех каналов в узле i; PL – вероятность отказа. 

Эксперимент 1. В табл. 3–5 и на рис. 3 приведены результаты исследования модели. 

Т а б л и ц а  3  

Результаты эксперимента 1 

Узел 1 2 3 4 5 6 7 8 9 10 

Ki 0,015 0,468 0,324 0,001 0,045 0,044 0,564 0,527 0,855 0,993 

Li – 199,3 – – – – 4999,4 – 63,3 29776,2 

bi 1 906,7 344,5 - 1,5 – – 15 840,1 63 242,2 13 313,7 – 

Узел 11 12 13 14 15 16 17 18 19 
PL 

Ki 0,519 0,908 0,012 0,120 0,612 0,569 0,866 0,866 0,164 

Li 37,8 24 094,2 – 2 295,4 11 043,1 – 13 461,0 – – 
0 

bi  5 296,4 – 152,1 1 004,6 1 458,1 177,8 32 068,9 68,5 – 

m1 2192,4 M1 (заявок) 1 973 873,8 m2 45 589,9 M2 (заявок) 1 481 579,2 g1 155,2 G1 (заявок) 5 597 974,8 

 

Представленные в табл. 3 данные используем для проверки адекватности полученной модели,  

а затем для анализа работы Порта. При проверке сравнивались следующие показатели:  

а) m1, m2 и g1 с количеством прибывших барж (q), внешних грузовиков (e) и морских судов (r) за 

год соответственно; б) доля заявок, прибывших из каждого потока ( )2
*

1 1/ , 1,3,iim mm m g i= + + =  с со-

ответствующими соотношениями объемов грузов с барж (q*), внешних грузовиков (e*) и морских су-

дов (r*); в) средняя длина очереди в Узле 17 (L17) со средним фактическим объемом груза в крытых 

складах (L*). Результат проверки представлен в табл. 4. При этом наибольшая относительная погреш-

ность (∆) составила 0,6%, а средняя 0,4%.  

Т а б л и ц а  4  

Результаты проверки адекватности модели 

m1 2 192,4 m2 45 589,9 g1 155,2 
*
1m   0,217 

*
2m  0,163 

*
1g  0,620 L17 13 461 

q 2 190,0 e 45 670,0 r 156,0 q* 0,218 e* 0,164 r* 0,618 L* 13 500 

∆ (%) 0,1 ∆ (%) 0,1 ∆ (%) 0,5 ∆ (%) 0,5 ∆ (%) 0,6 ∆ (%) 0,3 ∆ (%) 0,3 

 

Теперь проанализируем представленные в табл. 3 результаты. Средняя продолжительность бло-

кировки каналов Узла 1 составляет 1 / 2192,4 0,87b =  ч, что можно интерпретировать как среднее время 

ожидания отдельной баржи на якорной стоянке, а среднее время ожидания морского судна (Узел 13) – 

13 /155,2 0,98b =  ч. Согласно регламенту принятия судов в Порту, время ожидания баржи не должно 

превышать 5, а судна – 10 ч. В противном случае Порт будет оплачивать штраф за простой транспорта. 

Расчетные значения времени ожидания на якорных стоянках относительно малы, следовательно, Порт 

эффективно справляется с текущим уровнем работы. Средняя длина очереди в Узле 17 равна 17 13 461L = , 

что соответствует заполнению крытых складов на 14,96%. Таким образом, Порт работает в штатном 

режиме, а его загрузка относительно невелика. Теперь рассмотрим работу порта в течение суток. 

Наиболее существенные колебания коэффициента использования каналов (Ki, табл. 5), составляю-

щие до 21,5% от среднесуточного значения, наблюдаются в Узле 19 (ворота). Однако его абсолютное 

значение относительно низкое: K19 < 0,2, поэтому выездные ворота не препятствуют транспорти-

ровке грузов.  

На рис 3, а представлено изменение интенсивности поступления потока M2 (внешних грузови-

ков) и его влияние на среднюю длину очереди Узла 7 (открытых складов), а на рис 3, b – число 
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работающих каналов в Узле 18 в зависимости от времени суток и средняя длина очереди Узла 17 (кры-

тых складов). Интерпретируем эти результаты: для открытых складов максимальное отклонение за-

полнен-ности от среднесуточного значения составляет 2,8%, а для крытых – 5,5%. Следовательно, на 

складах должен быть запас свободного места в 3 и 6% соответственно, что позволит бесперебойно 

принимать грузы с судов и барж и нивелировать суточные колебания работы грузовиков.  

Т а б л и ц а  5  

Эксперимент 1 – Коэффициент использования каналов в узлах (Ki) по сменам 

Узел 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 

600–1800 0,016 0,476 0,329 0,001 0,036 0,035 0,520 0,481 0,836 0,992 0,495 0,907 0,011 0,097 0,615 0,558 0,854 0,855 0,127 

1800–600 0,015 0,468 0,324 0,001 0,053 0,052 0,552 0,511 0,860 0,993 0,517 0,908 0,011 0,099 0,619 0,563 0,856 0,854 0,197 

 

       
a                                                                                                           b 

Рис. 3. Эксперимент 1 – Колебание средней длины очереди в Узлах 7 (а) и 17 (b) по часам 

Fig. 3. Experiment 1 – Fluctuations in the average queue length in Nodes 7 (a) and 17 (b) by hours 
 

На больших промежутках времени колебания интенсивности поступления и отправления грузов 

на внешних грузовиках не оказывают существенного влияния на работу системы в целом. Следова-

тельно, далее во время исследования работы Порта при росте грузопотоков достаточно рассмотрения 

стационарных результатов моделирования. 

Эксперимент 2 – прогнозирование работы Порта при увеличении числа прибывающих транс-

портных средств с грузом. По сравнению с экспериментом 1 интенсивности потоков M1 и M2 увеличим 

с 10 до 80%, а промежуток времени между поступлением заявок в G1 уменьшим на 10–40%. Также 

увеличим соответствующим образом интенсивности обслуживания в Узлах 10, 12 и 18 для сохранения 

баланса между числом прибывающих и отправляющихся групп заявок (транспортных средств). Резуль-

таты экспериментов представлены в табл. 6, где: w1 и w13 – средние продолжительности ожидания барж 

и судов на якорных стоянках соответственно. 

Т а б л и ц а  6  

Результаты эксперимента 2  

G1 (+%) M1, M2 (+%) 0 10 20 30 40 50 60 70 80 

0 
w1 0,87 1,11 1,30 1,61 1,88 2,55 3,13 4,62 5,52 

w13 0,98 1,31 1,68 1,86 2,07 2,34 2,86 3,10 3,36 

10 
w1 0,89 1,07 1,33 1,63 1,91 2,51 2,99 4,51 5,89 

w13 1,81 2,67 2,87 3,16 3,45 3,66 4,05 4,60 5,39 

20 
w1 0,92 1,07 1,25 1,57 1,94 2,46 2,99 4,64 5,74 

w13 3,13 3,79 4,24 4,78 5,29 5,85 6,55 7,85 8,79 

30 
w1 0,86 1,12 1,33 1,66 1,88 2,50 3,09 4,60 5,75 

w13 7,38 7,71 8,97 9,34 10,57 11,89 13,39 14,67 16,28 

40 
w1 0,84 1,11 1,24 1,54 1,95 2,57 3,13 4,55 5,42 

w13 16,23 18,44 19,78 21,24 23,16 24,31 28,90 31,39 35,51 
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Далее рассмотрим работу Порта вначале при увеличении объемов экспорта и импорта по отдель-

ности, а затем их общий рост.  

1. При увеличении интенсивности потоков M1 и M2 (экспорт древесной щепы) на 80% число 

необслуженных заявок из потока M1 в среднем составляет 994,9 за год, т.е. вероятность отказа стано-

вится ненулевой, а 1 5,52 5w =   ч (см. табл. 5). Это означает, что Порт перегружен и в моменты пико-

вой нагрузки не способен вовремя принимать поступающие баржи с грузом.  

2. При увеличении интенсивности потока G1 (корма для животных) на 40% среднее время ожи-

дания судна на якорной стоянке составляет 13 16,23 10w =   ч. Также наблюдается увеличение времени 

хранения товара на складах до 7 51,06t =  ч, т.е. более двух суток, что недопустимо, так как за данное 

время корма для животных могут быть испорчены из-за высокой влажности.  

3. При увеличении объемов экспорта на 70% и импорта на 30% среднее время ожидания барж 

составляет w1 = 4,60 < 5 ч, однако для судов w13 = 14,67 > 10 ч, что недопустимо. Оба этих параметра 

удовлетворяют требованиям при росте объемов экспорта на 70% и импорта на 20%. Такие значения 

можно рассматривать в качестве максимальной допустимой нагрузки на систему.  

Таким образом, в настоящее время порт Куангнинь имеет запас пропускной способности, кото-

рый с текущими параметрами работы позволит перегрузить по отношению к уровню 2024 г.: 1) на 70% 

больше грузов при увеличении только объема экспорта; 2) на 30% больше грузов при увеличении объема 

импорта; 3) на 70% больше экспортных и на 20% больше импортных грузов при росте обоих грузопо-

токов. В третьем случае Порт будет перегружать максимально допустимый объем груза, который со-

ставляет 12,7 млн т в год.  

Узкими местами системы соответственно являются: в случае 1 – береговые краны причала № 1; 

в случае 2 – береговые краны причала № 2 и внешние грузовики, вывозящие корма для животных;  

в случае 3 – конвейерные системы и береговые краны на причалах № 2, 3 и 4. Именно из-за недоста-

точной пропускной способности этих устройств происходит значительный рост времени простоя барж 

и судов на якорных стоянках. Для устранения этих узких мест, а также повышения эффективности 

работы всей системы предлагается увеличить скорость обработки грузов конвейерных систем и бере-

говых кранов на 5%. Это потребует относительно небольших финансовых затрат и позволит обрабо-

тать на 80% больше экспортных и на 30% больше импортных грузов по отношению к уровню 2024 г., 

т.е. 13,5 млн т в год. 

 

Заключение 

 

В статье предложена методика математического моделирования универсального морского порта, 

в котором происходит смена технологии погрузки / разгрузки судов в зависимости от типа обрабатывае-

мого товара. Ее отличие от ранее разработанного подхода моделирования транспортных систем заклю-

чается в применении управляемой сети массового обслуживания, что позволяет учесть в получаемых 

моделях возможность выбора альтернативного маршрута движения груза при перегрузке подсистем 

порта и изменение параметров их работы, которые зависят от смены. С помощью данного математиче-

ского аппарата возможно в относительно короткие сроки построить модели различных портов, в частно-

сти с существенно отличающимся числом причалов и количественным сочетанием разных типов грузов.  

Методика апробирована на примере универсального морского порта Куангнинь, который явля-

ется одним из крупнейших во Вьетнаме. По результатам численного исследования полученной СеМО 

определены текущая и максимальная загрузки объекта, а также выявлены узкие места в его структуре 

и даны рекомендации по повышению пропускной способности, что показывает эффективность пред-

ложенного модельного подхода. 

Перспективным направлением дальнейших исследований является развитие предложенного под-

хода для описания многопрофильных портовых комплексов, в структуру которых включены различ-

ные специализированные терминалы. Последнее, в частности, актуально для Сахалина, где планиру-

ется строительство нового портового комплекса на восточном побережье. 
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Введение 

 

В статье исследуется система массового обслуживания (СМО) с разделением и параллельным 

обслуживанием заявок с пуассоновским входящим потоком и показательным распределением времени 

обслуживания. Система с разделением (с различными вариантами распределений для входящего потока 

и времен обслуживания) удобна для моделирования разнообразных процессов, в которых происходит 

разделение сложной комплексной задачи на составные части – подзадачи, которые обрабатываются  

в параллельном режиме с целью сокращения времени обработки исходной задачи. 

Система с разделением и параллельным обслуживанием, или fork-join система массового обслу-

живания (в англоязычной версии термина), является предметом изучения многих исследователей, как 

отечественных, так и зарубежных, о чем свидетельствует множество публикаций [1–14]. Тем не менее 

точный результат известен лишь для такой характеристики, как среднее время пребывания заявки  

в системе только для случая системы с двумя подсистемами типа M|M|1 [4]. Для остальных вариантов 

архитектуры fork-join системы известны лишь приближения для величины среднего времени отклика. 

В меньшей степени изучались моменты более высоких порядков этой случайной величины, например 

дисперсия [4, 10, 11]. 

Также стоит отметить появление в последние годы работ, посвященных анализу квантилей рас-

пределения времени отклика, в частности [9, 10], что свидетельствует об актуальности оценки данного 

показателя системы, несмотря на все трудности проведения подобного анализа. 

Сложность анализа систем с разделением и параллельным обслуживанием обусловлена нали-

чием зависимости между временами пребывания частей от одной заявки в подсистемах. Зависимость 

между временами пребывания подзаявок в подсистемах fork-join системы с параллельным обслужива-

нием заявок возникает в силу общих для них моментов поступления в эти подсистемы. Флуктуации 

входного потока заявок в большую или меньшую сторону (по числу поступлений за какое-то время) 

приводят к увеличению или уменьшению длины очередей в подсистемах и, соответственно, увеличе-

нию или уменьшению времен пребывания подзаявок от одной заявки в подсистемах. Работ, посвящен-

ных изучению зависимостей времен пребывания подзаявок, совсем немного, однако для подсиcтем 

типа M|M|1 в [3] было получено точное выражения для коэффициента корреляции между временами 

пребывания в подсистмах, а в [4] для более сложной архитектуры системы – оценка этого показателя. 

Основная задача исследования состоит в построении аналитической аппроксимации для кванти-

лей распределения времени отклика fork-join системы как функции нескольких переменных. Причем 

полученная формула должна быть компактной и с минимальным числом параметров, которые необхо-

димо было бы оценивать, а также обладать хорошей точностью приближения (в смысле максимального 

и среднего модуля относительного отклонения от данных имитационного моделирования квантилей 

по некоторой сетке параметров). 

Данная статья является развитием работы [1], в которой оцениваются квантили распределения 

времени отклика в частном случае двух подсистем M|M|1. Здесь же методика для оценки квантилей 

распределения времени пребывания заявок в fork-join системе обобщается на большее количество под-

систем K, K ≥ 2, что, естественно, гораздо сложнее. Подход включает в себя элементы теории копул [2, 

15, 16], визуальный анализ данных, методы оптимизации и имитационное моделирование. В отличие 

от работ [9, 10] применение копул позволяет выстроить логическую цепочку этапов предложенного 

подхода и обосновать выбор типа функциональной зависимости для аналитического выражения 

оценки квантилей времени отклика. Кроме того, методы, предложенные в статьях [9, 11] справедливы 

только для квантилей высокого уровня, в то время как подход, основанный на теории копул, позволяет 

определять квантили для значений вероятностей гораздо более широкого диапазона. 

 

1. Математическая модель fork-join системы массового обслуживания 

 

Рассматривается классическая система с разделением и параллельным обслуживанием, в кото-

рую поступает пуассоновский поток заявок с интенсивностью λ > 0. В момент поступления заявка 
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разделяется ровно на K ≥ 2 подзаявок. Далее каждая из подзаявок поступает в одну из K подсистем, 

каждая из которых состоит из одного обслуживающего прибора и очереди с неограниченным числом 

мест для ожидания. Все приборы являются однородными, а время обслуживания имеет показательное 

распределение с параметром (интенсивностью) μ > 0, λ < μ. 

После обслуживания подзаявки сразу не покидают систему, а ожидают окончания обслуживания 

последней подзаявки, составляющей исходную заявку, в условной точке сборки заявок (не занимая при 

этом прибор), находящейся за приборами системы (рис. 1). Затем происходит непосредственная сборка 

заявки из K обслуженных подзаявок, время которой считаем равным нулю, после чего заявка покидает 

систему. 
 

.

.

.

...

...

...

λ 

λ 

λ 

λ 

µ 

µ 
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Рис. 1. Система с разделением и параллельным обслуживанием заявок 

Fig. 1. Fork-join queueing system 
 

Таким образом, время пребывания заявки в системе, или время отклика системы RK, определя-

ется максимальным временем обслуживания одной из изначально составляющих ее подзаявок, т.е. 

 1max{ ,..., },K KR =    (1) 

где ξi – время пребывания i-й подзаявки в i-й подсистеме, i = 1, ..., K. 

Поскольку в дальнейшем для определения оценки квантилей распределения времени отклика 

системы с разделением и параллельным обслуживанием заявок наряду с элементами теории копул и 

методом оптимизации будет использоваться имитационное моделирование, то ограничимся числом 

подсистем K = 2, ..., 20. При этом методика вывода искомой оценки будет справедлива и для большего 

числа подсистем, но при этом будет требовать больше вычислительных затрат на организацию симу-

ляции. Также для удобства положим λ = 1 (без потери в общности рассматриваемой системы) и будем 

менять уровень загрузки системы ρ = λ / μ за счет изменения значения интенсивности обслуживания μ. 

 

2. Оценка квантилей распределения времени отклика 

 

Рассмотрим случайную величину времени отклика системы с разделением и параллельным об-

служиванием заявок RK из (1), которая представляет собой максимум из K (K ≥ 2), что важно отметить, 

зависимых случайных величин времен пребывания подзаявок в подсистемах исследуемой системы. 

Функция распределения величины RK имеет вид: 

1 1( ) (max( ,..., ) ) ( ,..., ).
KR K KF x P x P x x=    =      

В этой связи обратимся к элементам теории копул [15]. Согласно определению копулой называ-

ется многомерная функция распределения, определенная на K-мерном единичном кубе, при этом каж-

дое частное распределение является равномерным на отрезке [0, 1]. Согласно теореме Скляра любую 

функцию распределения можно представить с помощью копулы, т.е. 

( ) ( ) ( )( )1 1 1,...,   ,..., ,K K KF x x C F x F x=  

где Fi(xi) – частные функции распределения, i = 1, ..., K. Если функции Fi(xi) являются непрерывными, 

то такое представление единственно. Диагональным сечением K-мерной копулы называется функция 

( ) ( ,... ), [0,1],y C y y y =   

где C – это копула-функция.  
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В случае рассматриваемой системы с разделением и параллельным обслуживанием маргиналь-

ные функции распределения времен пребывания подзаявок в подсистемах идентичны, соответственно, 

Fi(x) = F(x), i = 1, ..., K. В результате можем представить выражение для функции распределения вре-

мени отклика системы с помощью диагонального сечения копулы, а именно 

 1( ) ( ,..., ) ( ( ),..., ( )) ( ( )) ( ).
KR KF x P x x C F x F x F x y=     = =  =   (2) 

Далее, с одной стороны, ( )
KR pF x p= , поэтому квантили распределения времени отклика RK 

уровня p определяются как 
1( )

Kp Rx F p−= , 

и, соответственно, с другой стороны, ( ( ))pF x p = , откуда квантили уровня p также равны 

1 1( ( )).px F p− −=   

Причем известно, что функция распределения времени пребывания подзаявки в подсистеме типа 

Mλ|Mμ|1 имеет показательное распределение с параметром (μ – λ), т.е. 

( ) 1 ln(1 )
( ) 1 , ( ) ,x x

F x e F x− − − −
= − = −

 −
 

соответственно,  

 
1ln(1 ( ))

.p

p
x

−− 
= −

 − 
 (3) 

Далее необходимо определить выражение для диагонального сечения.  

Согласно определению для диагонального сечения можем записать следующее: 

1 1( ) ( ,..., ) ( ,..., ) (max( ,..., ) ),K Ky C y y P U y U y P U U y = =   =   

где случайные величины Ui имеют равномерное распределение на отрезке [0, 1]. 

В соответствии с преобразованием Смирнова для генерации случайных величин с заданной 

функцией распределения (строго возрастающей, как в нашем случае) можем записать, что  
1( ),i iF U− =  

откуда  
( )

( ) 1 .i
i iU F e

− − 
=  = −  

Поэтому, опять же в силу строгого возрастания функции F(x), справедливо 

1( ) ( )
1(max( ,..., ) ) (max(1 ,...,1 ) )K

KP U U y P e e y
− −  − − 

 = − −  =  

1( ) max( ,..., ) ( )
(1 ) (1 ).K KR

P e y P e y
− −   − −

= −  = −   

Введем случайную величину 
( )

1 KR
KY e

− −
= − , следовательно, получаем для диагонального сечения 

 ( ) ( ) .p K py P Y y p =  =  (4) 

Для того чтобы оценить выражение для диагонального сечения δ(y), воспользуемся данными 

имитационного моделирования для случайных величин ξi, i = 1, ..., K – времен пребывания в подсисте-

мах системы с разделением и параллельным обслуживанием заявок. 

С помощью программной среды Python для системы с разделением и параллельным обслужива-

нием заявок было смоделировано порядка 10 млн наборов из K случайных величин (ξ1, ..., ξK) для зна-

чений загрузки системы ρ = λ/μ = {0,50, 0,55, ..., 0,90} и 5 млн наборов величин (ξ1, ..., ξK) для более 

низких значений загрузки системы ρ = {0,10, 0,15, …, 0,45} для различного числа подсистем K = 2, ..., 20. 

Далее вычисляются соответствующие каждому из смоделированных наборов случайных времен 

пребывания в подсистемах значения случайных величин 1( ) max( ,..., )
1 K

KY e
− −  

= − . Затем статистически 

оценивается диагональное сечение с помощью полученных посредством симуляции от 5 до 10 млн пар 

(yp, p), т.е. фактически вычисляются квантили случайной величины YK для соответствующих им веро-

ятностей p = {0,20, 0,25, ..., 0,90}, где ˆ ( )pp y   согласно формуле (4). 
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Теперь необходимо определить функциональную зависимость между величинами квантилей yp и 

соответствующими им вероятностями, или уровнями p. Для этого проведем визуальный анализ данных. 

На рис. 2 для случаев K = 3 и K = 20 представлены графики зависимости между ln yp и ln p для 

различных уровней загрузки системы, построенные по данным имитационного моделирования. Ана-

логичная картина наблюдается для всех значений числа подсистем K в рамках заданного диапазона от 

2 до 20, т.е. имеется линейная (или очень близкая к линейной) зависимость между логарифмами, что 

свидетельствует в пользу степенного вида функции для диагонального сечения, а именно 

ln ( , ) ln ,pp f K y=    

где f(ρ, K) выступает в роли углового коэффициента для соответствующих значений загрузки и числа 

подсистем. Таким образом, можем записать 

 
( , )( ) .f K

p py p y  = =  (5) 

 

     
а                     b 

Рис. 2. Зависимость ln p от ln yp для числа подсистем: K = 3 (a); K = 20 (b) 

Fig. 2. Dependence of ln p on ln yp for the number of subsystems: a) K = 3; b) K = 20 

 

Тогда в качестве оценок квантилей получаем 

 

1

( , )ln 1

ˆ ,

f K

p

p

x


 
 −
 
 

= −
 − 

 (6) 

и, подбирая разные функции f, можем получать оценки разной точности.  

Чтобы конкретизировать вид функции f(ρ, K), проанализируем отношение ln p/ln yp. На рис. 3 

представлена зависимость данного отношения от значения загрузки ρ при K = 3 и K = 20.  
 

     
а                     b 

Рис. 3. Зависимость отношения ln p/ln yp от ρ для числа подсистем: K = 3 (a); K = 20 (b) 

Fig. 3. Dependence of the ratio ln p/ln yp on ρ for the number of subsystems: a) K = 3; b) K = 20 
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Стоит отметить, что при ρ → 0 фактически справедлива независимость времен пребывания  

в подсистемах, т.е. при независимости случайных величин ξi, i = 1, ..., K, выражение (2) преобразуется 

следующим образом: 

 1( ) ( ( )) ( ,..., ) ( ( )) ,
K

K
R KF x F x P x x F x=  =     =  (7) 

что соответствует f(ρ, K) → K и, соответственно, при подстановке f(ρ, K) = K в (5) полностью согласу-

ется с (7): 

( ( )) ( ( )) .KF x F x =  

В работе [1] для случая K = 2 использовалась функция f(ρ, 2) = 2 – Сρ. Это наводит на мысль по-

пробовать приближения вида K – Сρ и K(1 – Сρ), однако их проверка с помощью (6) приводит к плохим 

результатам. 

Более тонкий подход заключается в обращении к приближению копулой Гумбеля, которая пока-

зала хорошее согласие с данными в работе [2] в случае K = 2, обладает степенным диагональным сече-

нием и является абсолютно непрерывной (в отличие, например, от копулы Маршалла–Олкина), по-

этому используется для моделирования абсолютно непрерывных многомерных распределений. В общем 

случае K-мерная копула Гумбеля имеет вид: 

( ) 
1/

1 1( , ) exp ( ln ) ( ln ) ) , 1,K KC y y y y


  = − − ++ −    

откуда 
1/

( ) Ky y


 = . Таким образом, при K = 2 в [2] получалось (ln 2) / ln(2 )C = −  , откуда в общем 

случае 
(ln )/(ln 2)( , ) (2 ) Kf K C = −  . Если же использовать более простое приближение 1/ (1 )C = −  , 

имеющее сходный график, получаем 
1( , ) Cf K K −  = . Проверка с помощью (6) показывает, что послед-

ний вариант дает наилучшее соответствие.  

Таким образом, получаем следующее выражение для приближения диагонального сечения: 

 
1

( ) ,
CK

p py y
− 

   (8) 

откуда следует, что 

 
1

1

1( ) .
CKp p

− −   (9) 

В результате после подстановки (9) в формулу (3) для квантилей распределения времени отклика 

системы с разделением на K подзаявок и их параллельным обслуживанием получаем следующую ана-

литическую оценку: 

 

1

1

ln(1 )
ˆ .

CK

p

p
x

− 

−
= −

 − 
 (10) 

Чтобы определить константу C, воспользуемся методом оптимизации Нелдера–Мида [17]. Будем 

минимизировать по имеющимся данным симуляции для времени отклика модуль абсолютного значе-

ния максимальной погрешности приближения формулы (10), т.е. 

ˆ
max min.

p p

C
p

x x

x

−
→  

В результате получаем значение 0,3490997.C   

В табл. 1 представлены значения максимальной (MaxAPE, %), минимальной (MinAPE, %) и сред-

ней (MAPE, %) относительных погрешностей приближения значений квантилей распределения вре-

мени отклика формулой (10), рассчитанные на наборе данных из N = 4 845 элементов, где 

, ,

,1

1
MA

ˆ
100%PE ,

p i p i

p i

N

i

x

N

x

x=

−
=   

,

1

,

,

ˆ
100%MaxAPE ax ,m

p i p i

p i
i N

x x

x 

−
=  

,

1

,

,

ˆ
100%MinAPE in ,m

p i p i

p i
i N

x x

x 

−
=  

а ,p ix  и ,ˆp ix  – i-е значения квантилей, полученные, соответственно, с помощью имитационного моде-

лирования и с помощью формулы (аналитической оценки) в наборе из N элементов. 
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Т а б л и ц а  1  

Погрешности приближений значений квантилей распределения времени отклика системы xp, K = 2, ..., 20,  

рассчитанные с помощью формулы (10), в сравнении с результатами имитационного моделирования 

Оцениваемая характеристика 
Типы ошибок 

MaxAPE, % MinAPE, % MAPE, % 

Квантиль времени отклика xp 9,534643 0,000551 2,505877 
 

Несмотря на довольно низкое значение средней погрешности приближения, его максимальное 

значение, которое хоть и укладывается в рамки инженерной погрешности, желательно было бы сни-

зить. Попробуем учесть наблюдаемую на рис. 3 зависимость кривых от p аналогично тому, как это 

делалось в [1], заменяя константу C на выражение C1 – C2p
2. В результате уточненная оценка для кван-

тилей времени отклика примет вид: 

 

( )21 1 2

1

ln(1 )
ˆ .

C C p

K

p

p
x

− − 

−
= −

 − 
 (11) 

Значения констант C1 и C2 в (11), как и ранее, определим с помощью метода Нелдера–Мида, 

соответственно, получим следующие 1 20,390797, 0,221811.C C   

Погрешности аппроксимации для оценки (11) представлены в табл. 2.  

Т а б л и ц а  2  

Погрешности приближений значений квантилей распределения времени отклика системы xp, K = 2, ..., 20,  

рассчитанные с помощью формулы (11), в сравнении с результатами имитационного моделирования 

Оцениваемая характеристика 
Типы ошибок 

MaxAPE, % MinAPE, % MAPE, % 

Квантиль времени отклика xp 5,498891 0,000306 1,116448 

 

Как можно заметить, максимальное значение погрешности приближения значительно уменьши-

лось (примерно в 2 раза), равно как и средняя погрешность приближения. На рис. 4 наглядно демон-

стрируется качество приближения формулы (11). 
 

 
Рис. 4. Сравнение результатов имитационного моделирования квантилей распределения времени отклика RK системы  

с разделением и параллельным обслуживанием для числа подсистем K = 2, ..., 20, вероятностей p ϵ {0,20; 0,25; ...; 0,90}  

и загрузки ρ ϵ {0,10; 0,15; ...; 0,90} с формулой (11) 

Fig. 4. Comparison of the results of simulation modeling of the quantiles of the distribution of the response time RK  

of a fork-join queueing system for the number of subsystems K = 2, ..., 20, probabilities p ϵ {0,20; 0,25; ...; 0,90}  

and load ρ ϵ {0,10; 0,15; ...; 0,90} with formula (11) 
 

Заметим, что нашей задачей было получить равномерную (по относительной точности) оценку 

квантилей по всем K от 2 до 20. При конкретных K аналогичным образом можно получить гораздо 

более точные оценки, как это было сделано ранее для K = 2. 
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3. Сравнение с другими методами 

 

В данном разделе проведем сравнение результата, полученного с помощью комплексного под-

хода, опирающегося на интеллектуальный анализ данных, т.е. посредством применения комбинации 

нескольких методов анализа: элементов теории копул, визуального анализа данных и оптимизации, – 

с результатом аппроксимации, который будет получен без использования теории копул. А именно бу-

дем аппроксимировать исходную функцию, заданную, как и ранее, таблицей значений ее аргументов – 

уровня вероятности p, числа подсистем K, загрузки системы ρ – и соответствующих им значений целе-

вой функции, т.е. квантилей, с помощью ее представления в виде полинома. 

Как известно, любую непрерывную функцию можно аппроксимировать с любой степенью точ-

ности, при этом известны различные подходы к аппроксимации непрерывных функций многих пере-

менных, однако нельзя сказать, что все они просты в своей реализации; в частности, речь может идти 

о серьезных вычислительных затратах на их организацию [18–21].  

Одним из наиболее распространенных и известных методов является аппроксимация с помощью 

многочленов, однако при этом точность аппроксимации повышается с увеличением степени многочлена. 

В данной работе остановимся на результатах аппроксимации полиномами первой и второй степеней, 

поскольку увеличение степени полинома ведет к увеличению количества коэффициентов в одночле-

нах, составляющих полином, и априори будет значительно проигрывать выражению (11), в котором их 

всего два (C1 и C2) 

Итак, поскольку для K = 1 квантиль уровня p определяется выражением 

 ,1

ln(1 )
,p

p
x

−
= −

 −
 (12) 

то возьмем данное значение за базовое и рассмотрим следующий полином первой степени для прибли-

жения квантилей уровня p для числа подсистем K: 

 2, , , 01 1 3( ).ˆp K p K p C C p C C Kx x x= + + +   (13) 

Далее, как и ранее, будем оптимизировать полученное выражение, минимизируя модуль максималь-

ного абсолютного значения погрешности приближения методом Нелдера–Мида: 

, ,

,

ˆ
max min,

p K p K

p K
C

x x

x

−
→  

что дает следующие значения коэффициентов в модели (13) 

0 1 2 33,890744, 3,467565, 0,420018, 0,129885.C C C C  −  −   

Погрешности аппроксимации для оценки (13) представлены в табл. 3. На рис. 5 наглядно демон-

стрируется качество полученного приближения. 

Т а б л и ц а  3  

Погрешности приближений значений квантилей распределения времени отклика системы xp,K, K = 2, ..., 20,  

рассчитанные с помощью формулы (13), в сравнении с результатами имитационного моделирования 

Оцениваемая характеристика 
Типы ошибок 

MaxAPE, % MinAPE, % MAPE, % 

Квантиль времени отклика xp 47,625180 0,008507 14,401126 

 

Теперь рассмотрим приближение искомой функции для квантилей полиномом второй степени 

 
2 2 2

0 1 2 3 4 9, , 1 6, 5 7 8( ).ˆp K p K p C C p C C K Cx p C K C pK C p Cx Kx C= + +  + +  +  + +  + +  (14) 

Далее, действуя аналогичным образом, т.е. применяя метод оптимизации, получаем следующие значе-

ния для искомых коэффициентов: 

0 1 2 3 42,992137, 3,872610, 2,262913, 0.576742, 2,434478,C C C C C  −  −    

5 7 9860,333510, 0,026966, 1,240389, 0.195363, 0,009761.C C C C C −  −    −  
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Погрешности аппроксимации для оценки (14) представлены в табл. 4, а на рис. 6 можно наглядно про-

следить за качеством полученного приближения. 
 

 
Рис. 5. Сравнение результатов имитационного моделирования квантилей распределения времени отклика RK системы  

с разделением и параллельным обслуживанием для числа подсистем K = 2, ..., 20, вероятностей p ϵ {0,20; 0,25; ...; 0,90}  

и загрузки ρ ϵ {0,10; 0,15; ...; 0,90} с формулой (13) 

Fig. 5. Comparison of the results of simulation modeling of the quantiles of the distribution of the response time RK  
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Погрешности приближений значений квантилей распределения времени отклика системы xp,K, K = 2, ..., 20,  

рассчитанные с помощью формулы (14), в сравнении с результатами имитационного моделирования 

Оцениваемая характеристика 
Типы ошибок 

MaxAPE, % MinAPE, % MAPE, % 

Квантиль времени отклика xp 24,362991 0,005232 12,480062 
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с разделением и параллельным обслуживанием для числа подсистем K = 2, ..., 20, вероятностей p ϵ {0,20; 0,25; ...; 0,90}  

и загрузки ρ ϵ {0,10; 0,15; ...; 0,90} с формулой (14) 

Fig. 6. Comparison of the results of simulation modeling of the quantiles of the distribution of the response time RK  

of a fork-join queueing system for the number of subsystems K = 2, ..., 20, probabilities p ϵ{0,20; 0,25; ...; 0,90} 

and load ρ ϵ {0,10; 0,15; ...; 0,90} with formula (14) 
 

Таким образом, сравнивая результаты приближения формул (10), (11) и формул (13), (14), можно 

заключить, что приближение, полученное с использованием теории копул, имеет лучшую степень точ-

ности аппроксимации по всем трем типам характеристик (максимальная, минимальная и средняя по-

грешности приближения).  

Разумеется, если увеличивать степень полинома, то можно добиться лучшего качества прибли-

жения и во втором случае, но при этом будет расти и число одночленов, причем для полинома второй 

степени их количество уже составляет десять единиц. 
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Кроме того, вариант построения аналитического приближения для квантилей времени отклика 

напрямую, благодаря использованию только результатов симуляции и оптимизации коэффициентов 

при одночленах, является менее содержательным, поскольку совершенно не учитывает природу моде-

лируемых случайных величин и их зависимость в частности, а опирается лишь на теорию об аппрок-

симации функций нескольких переменных. Поэтому полученное таким образом приближенное анали-

тическое выражение представляется малопригодным для использования при дальнейшем анализе  

системы (с разделением и параллельным обслуживанием), например при оптимизации ее параметров. 

Использование же теории копул, наоборот, имеет под собой теоретическую основу, что позво-

ляет использовать результаты подхода не только для определения квантилей времени отклика для про-

межуточных значений на заданных числовых интервалах параметров системы, но и при дальнейшем 

исследовании системы, давая тем самым возможность продвинуться (хоть и не в полной мере) в пони-

мании сути явления. 

 

Заключение 

 

В статье описан подход к оценке квантилей распределения времени отклика системы с разделе-

нием и параллельным обслуживанием заявок. Основывается подход на применении копул, их диаго-

нальных сечений, а также визуальном анализе данных, оптимизации и имитационном моделировании. 

Исследование системы с разделением считается трудной задачей, поэтому большинство исследований 

посвящено аппроксимации величины среднего времени отклика. Здесь же предлагается подход к оценке 

более тонкой характеристики данной случайной величины – ее квантилей, что на практике представ-

ляет больший интерес, поскольку характеризует величину времени пребывания заявки в системе, ко-

торая не будет превышена с заданной вероятностью.  

Проведен сравнительный анализ результатов применения предложенного подхода с результа-

тами аппроксимации квантилей времени отклика как функции нескольких переменных напрямую  

с помощью многочлена без применения теории копул, из которого следует, что аналитическое выра-

жение, полученное с помощью нового метода, обладает лучшей точностью и является более компакт-

ным, требует оценки меньшего числа коэффициентов. 

Использование элементов теории копул, которые по своему определению содержат в себе инфор-

мацию о зависимости между случайными величинами, представляет собой некоторую теоретическую 

опору, на базе которой возможно построить приближения искомых величин, хотя и делая при этом 

некоторые эвристические заключения. Известны различные виды копул и, соответственно, их диагональ-

ных сечений, поэтому выбор в пользу степенного вида функциональной зависимости осуществляется 

на основе визуального анализа данных (построения графиков функций), что является одной из состав-

ных частей интеллектуального анализа данных, а также исходя из того, что в двумерном случае в более 

ранней работе [1] для данного типа копула-функции было получено хорошее числовое соответствие. 

Немногочисленные подходы к оценке квантилей, предлагаемые на текущий момент, позволяют 

определять их значения только для высоких уровней вероятностей. Метод, предложенный в статье, 

значительно расширяет диапазон уровней вероятностей и, несмотря на все множество составляющих 

его этапов, является менее сложным в реализации, поскольку известные подходы либо требуют дли-

тельной вычислительной процедуры, либо уступают в качестве получаемых оценок, требуя при этом 

также проведения имитационного моделирования на промежуточных этапах построения оценок. 

Кроме того, представленный в статье подход не накладывает ограничений на структуру системы с раз-

делением и параллельным обслуживанием и может быть применен для систем с другими вариантами 

распределений для входящего потока и времени обслуживания. 
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Введение 

 

Проектирование и поддержание эффективного функционирования сложных технических систем 

(СТС) в большинстве случаев представляют собой нетривиальные задачи, которые решаются зачастую 

комплексно, что порождает ряд объективных трудностей. Заложенные при проектировании конструк-

тивные особенности влияют на дальнейшую эксплуатацию и могут быть эффективно контролируе-

мыми. При эксплуатации СТС добиться четкого следования регламентным состояниям при наличии 

минимальной неопределенности, не влияющей на процесс оценивания состояний, затруднительно. Это 

обусловлено следующими основными факторами: 

1) конструктивно-эксплуатационной сложностью СТС (т.е. сложность самой системы и потен-

циальная сложность ее функционирования); 

2) нестационарностью условий эксплуатации (невозможность получения однородной и стацио-

нарной среды, в которой функционирует СТС); 

3) наличием определенного уровня потенциальной неопределенности при эксплуатации (за счет 

внешних условий, явлений или вмешательства человека) и др. 

Для решения проблем подобного характера применяются различные классы моделей, например 

детерминированные, на основе дифференциальных уравнений, стохастические модели Маркова, урав-

нения диффузии как частный вид дифференциальных уравнений и т.п. Для дифференциальных урав-

нений оценивание качества моделей как задача квалиметрии полностью решена: может быть исследо-

вана их устойчивость по Ляпунову, которая предполагает изучение поведения решений при малых  

изменениях начальных условий. Для стохастических моделей определенных классов полностью про-

работанные методы квалиметрии отсутствуют (рис. 1). 
 

 

Рис. 1. Схема, отражающая степень проработанности квалиметрических методов в различных видах моделей 

Fig. 1. A scheme reflecting the degree of elaboration of qualimetric methods in various types of models 

 

Приведенная на рис. 1 схема укрупненно иллюстрирует проблему слабой проработанности ме-

тодов квалиметрии, например, для полумарковских моделей, на фоне наличия методов оценки качества 

детерминированных моделей. Это приводит к необходимости систематизации квалиметрических под-

ходов в моделеметрии в целом и, более того, необходимости создания конструктивного подхода к ме-

тодологическим аспектам моделеметрии. 

В основе конструктивного подхода решения задач квалиметрии, на наш взгляд, следует понимать 

триединую задачу:  

I – методическое обеспечение решения проблемы (т.е. формирование методологической базы 

формализованного описания проблемы квалиметрии моделей); 

II – алгоритмическую проработку методологии (алгоритмизация экспериментальной части задач, 

обеспечивающих решение проблемы квалиметрии моделей); 



Математическое моделирование / Mathematical modeling 

30 

III – сведение задачи квалиметрии к моделям принятия решений (т.е. формирование планов экс-

периментальной части, обеспечивающих решение проблемы квалиметрии моделей в рамках конкретной 

задачи, которая решается исследуемыми моделями). 

Таким образом, учитывая реализованные этапы I–III и используя имитационное моделирование 

как инструмент получения статистик, мы можем получить основу конструктивного решения задач ква-

лиметрии комплексно на основе полумарковской модели функционирования СТС. 

 

1. Статистическая устойчивость как задача квалиметрии сложных объектов и их моделей 

 

Оценивание статистической устойчивости представляет собой важную задачу квалиметриче-

ского анализа не только сложных объектов, но и их моделей. Понятие квалиметрии устоялось в рамках 

науки об измерении и количественной оценке качества объектов и процессов реального мира. Термин 

«квалиметрия» является стандартизованным в ГОСТ 15467–79 «Управление качеством продукции. Ос-

новные понятия. Термины и определения» и относился исключительно к этой области [1]. 

Основные задачи квалиметрии в области оценивания качества объектов производства: 

‒ обоснование номенклатуры показателей качества; 

‒ разработка методов определения показателей качества объектов и их оптимизации; 

‒ оптимизация типоразмеров и параметрических рядов изделий; 

‒ разработка принципов построения обобщенных показателей качества и обоснование условий 

их использования в задачах стандартизации и управления качеством. 

В [2–4] показано, что квалиметрия выступает взаимосвязанной системой теорий различной сте-

пени общности, в числе которых специальные квалиметрии, к ним относятся: 

а) экспертная квалиметрия, где оценки даются экспертами или автоматизированными эксперт-

ными системами; 

б) вероятностно-статистическая квалиметрия, использующая методы теории вероятностей и ма-

тематической статистики, оценивая однородность генеральной совокупности и выборок, совпадение 

законов распределения, эргодичность, марковость и т.п.; 

в) индексная квалиметрия, использующая меры качества, полученные при нормировке на базе 

индексации (сравнения); 

г) таксономическая квалиметрия (или квалиметрическая таксономия), основывающаяся на клас-

сах качества (квалитаксонах) объекта, при этом рассматриваются вид, сорт и другие характеристики 

объекта и такие же характеристики классифицирующей системы и др. 

Таким образом, на основе анализа механизмов явлений и процессов, протекающих в сложных 

объектах, устоялись терминология и методология квалиметрических метрик качества [5–7]. 

Несмотря на наличие методологических оснований квалиметрии сложных объектов, модели, как 

и их прообразы, зачастую не могут быть оценены на основании общего подхода в связи со следующими 

факторами: 

– сложность предметных областей, нестационарность характеристик функционирования объектов 

приводит к гибридизации и многомерности моделей, что, в свою очередь, усложняет их квалиметри-

ческое оценивание; 

– в ряде случаев ограниченная или полная неопределенность начальных условий при оценивании 

качества моделей; 

– требования, накладываемые на объем данных, подлежащих оцениванию по результатам ра-

боты моделей; 

– нет регулирующих нормативных актов, заказчик и рад бы провести имитационное исследование, 

но оно не входит в перечень рекомендованных и в спецификацию работ, особенно для государствен-

ных предприятий, не может быть включено в прямом виде [8, 9] и др. 

Проблема квалиметрии моделей существует и является крайне актуальной. Это более сложная 

задача, чем построение самой модели, поскольку, например, для полимодельного гибридного комплекса 
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требуется определить (и / или задать априорно) допустимые уровни чувствительности, устойчивости, 

параметрической настройки или организованности, адекватности и др. 

Квалиметрия моделей, например в [3–4], рассматривалась в аспекте полимоделирования. Пред-

ложено выполнять сопоставление модели объекту по целостному свойству через измерение расстояния

( , )M ob  между соответствующими точками в n-мерном пространстве элементарных свойств объекта. 

В качестве аргумента в соответствующих функционалах рассматривают величину разности выходных 

состояний объекта ( )jy Ob  и модели ( )jy M . В этом случае условие адекватности ε( ) ( )j jy Ob y M−   

по n свойствам обобщается в условие ( , ) , 0M ob     . Метрики на основе расстояния ρ( , )M ob  в [3] 

рекомендовано использовать для оценки моделей по адекватности. 

На примере исследования адекватности модели можно видеть, что для динамических нестацио-

нарных моделей это оценка конкретного момента или интервала времени, в течение которого модель 

функционирует. Расход ресурса объекта исследований, изменения внешней среды, условий моделиро-

вания и другие факторы приводят к тому, что метрика адекватности модели не является актуальной. 

Неразрешимость задачи этого уровня нивелируется оцениванием статистических свойств не объекта, 

а самой модели. То есть в процессе исследования модели решаются вопросы: 

(1) в какой степени свойства модели зависят от случайных возмущений в точке, в области, си-

стемная характеристика; 

(2) как зависит качество модели от рефакторинга (модификации программы) или субъекта ее мо-

дификации (программиста); 

(3) связь и взаимообусловленность внутренних и внешних (структуры кода, программного управ-

ления и т.п.) свойств моделей и др. 

На рис. 2. показано взаимодействие задач, процессов и субъектов процесса моделирования. 
 

 

Рис. 2. Эргодические процессы принятия решений, определяющие квалиметрические свойства  

моделей с разделение полномочий лиц, принимающих решения 

Fig. 2. Ergodic decision-making processes that determine the qualimetric properties  

of models with the separation of powers of decision makers 
 

Приведенные на рис. 2. задачи и процессы, как правило, управляются одним или несколькими 

лицами, принимающими решения (ЛПР), исходя из особенностей гибридных моделей и предметных 

областей с учетом факторов (1)–(3). Это, безусловно, приводит к проблемам оценивания качества мо-

делей и неприменимости известных метрик либо ограничениям их применения. Так, на рис. 2 можно 

видеть, что полномочия ЛПР могут значительно отличаться: например, А – решения по созданию, раз-

витию и настройке моделей; Б – решения по настройке и эксплуатации моделей; В – решения по ква-

лиметрическому мониторингу моделей; Г – решения по анализу и применению результатов моделиро-

вания и др. Подобная декомпозиция задач может быть реализована различными способами, исходя из 

практической целесообразности, но в целом способствует сокращению времени на процесс принятия 

решений и выделяет группы полномочий локальных ЛПР. 

Проблема оценивания адекватности модели представляет собой известную сложность в связи  

с ее нестационарностью и сильной зависимостью от условий моделирования, качества данных, качества 
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их обработки и задач моделирования в конкретный момент времени. На практике при исследовании 

свойств объекта (СТС) модель является «первичной», т.е. объект подбирается под существующую мо-

дель. Для нивелирования приведенных проблем целесообразно оценивать статистические свойства мо-

дели, разделяя внутренние (зависимость от генератора случайных чисел, влияние размаха входных 

данных на устойчивость результата, зависимость от объема выборки и т.п.) и внешние свойства модели 

(управляемость, структурная открытость и т.п. с точки зрения программного кода). 

Авторами в [10] рассматривалась проблема оценивания статистической устойчивости квазиод-

нородной стационарной марковской модели (ММ) без поглощающих состояний, описывающей функ-

ционирования СТС. Полученные результаты позволили сформировать комплекс квалиметрических ха-

рактеристик таких моделей на основе базовых мер статистической устойчивости, волатильности и их 

свойств.  

Далее будет рассмотрен квалиметрический анализ полумарковских моделей (ПММ) и предло-

жены меры их оценивания. 

 

2. Оценивание статистической устойчивости как задача квалиметрического анализа  

полумарковских моделей на основе комплекса специальных метрических характеристик 

 

В случаях, когда требуется детализованное представление о функционировании СТС с учетом 

времени пребывания в каждом из состояний, используется подход, основанный на идее о полумарко-

вости процессов [11]. 

Модели в [10] рассматриваются при отсутствии поглощающих состояний, СТС находится в ста-

ционарном (квазистационарном) режиме, S0 – стартовое состояние системы; Sn – n-е состояние, в кото-

ром оказывается система после n-го перехода. 

Для того чтобы процесс был определен для всех t > 0, считается, что на любом конечном отрезке 

времени [0; ] может произойти лишь конечное число переходов. Построенный таким образом процесс 

{Sk; k; t > 0}, где Sk – состояние СТС на k-м шаге, k – время пребывания в состоянии Sk, принято 

называть полумарковским процессом [11]. 

Время пребывания СТС в некотором состоянии Sk − случайная величина (СВ) k с функцией 

распределения (ФР) Fk = P{k ≤ t}, у ФР Fk(t) существует плотность fk(t). 

В дальнейших рассуждениях символом 
M x

→  будем обозначать отображение, осуществляемое 

имитационной моделью (ИМ) Mx; Mm – обозначения ИМ с результатом в виде матрицы. Обозначим D 

множество допустимых планов оценивания статистической устойчивости моделей ( )J D= , тогда для 

ПМП реализуемый план моделирования имеет вид: 

 , , ,, ,j k j j k j kP F   , (1) 

где   – вектор параметров моделирования (например, для модели Маркова n – скаляр, задающий 

число сгенерированных цепочек ММ 0 1, ,..., nS S S , ,n N=  lm – длина m-й цепи Маркова, ,l L=  k – 

кратность запусков модели, k K= ); P = ijP  – матрица вероятностей пребывания СТС в состояниях, 

,j kp  – элемент такой матрицы; F = ijF  – матрица ФР времен пребывания СТС в состояниях, ,j kF  – 

элемент такой матрицы. 

В качестве оценочных параметров примем ,
M M
p F

x x   как оценки текущих статистик полумарков-

ской модели ПММ Mx по полученным результатам экспериментов , ,,j j k j kP F ; , , ,
,P F p Fj k j k

    – 

ожидаемые ЛПР оценки статистики ПММ Mx в виде линейных векторов 
, ,

,p Fj k j k
  ; 

, , ,
,p F p Fj k j k

    – мера близости текущей и заданной (ожидаемой) оценок статистики модели Mx 
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в виде линейных векторов 
, ,

,p Fj k j k
  ; p – характеристика точности модели по ,j kp ; F – характери-

стика точности модели по ,j kF ; p1, p2 – соответствующие доверительные вероятности оценок парамет-

ров модели. 

В качестве оценочного параметра примем 
M x  как оценку текущей статистики модели Mx по 

полученным результатам экспериментов в виде вектора ωj;   – ожидаемая ЛПР оценка статистики 

модели Mx;   – мера близости текущей и заданной (ожидаемой) оценок статистики модели Mx;  – 

характеристика точности модели; p – доверительная вероятность оценки параметров модели. 

Тогда модель Mx, реализованная в рамках одного из видов математических схем моделирования, 

является статистически устойчивой, если для квалиметрической оценки ее устойчивости, начиная  

с некоторых 0in n ,   будет выполняться условие 

 
,

( )
M

p

x


   −     (2) 

с учетом условия сходимости по статистической вероятности [12]. 

Под Р-устойчивостью ПМП будем понимать обеспечение максимального отклонения в матрице 

Р не более чем на p; F-устойчивость ПМП будем понимать как обеспечение максимального отклоне-

ния в матрице F не более чем на F.  

Для обеспечения методического единства конструктивного подхода необходимо ввести ряд фор-

мальных определений. 

Определение 1 (полная устойчивость в классе моделей Р и в классе моделей F). Назовем полно 

устойчивыми (Р- и F-устойчивыми) результаты моделирования СТС на основе ПМП в виде статистик 

, ,,j j k j kp F , если для любых p > 0, F > 0 можно указать δ > 0 такое, что из неравенств 
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при t ≥ t0 и с учетом условия сходимости по статистической вероятности, что определяет в общем слу-

чае принадлежность полученных результатов статистик окрестностям δ > 0 точек p > 0, F > 0. 

Определение 2 (частичная устойчивость моделей в классе моделей Р или в классе моделей F). 

Назовем частично устойчивыми (или устойчивыми в классе моделей P или в классе моделей F) резуль-

таты моделирования СТС на основе ПМП в виде статистик , ,,j j k j kp F , если для любых p > 0, F > 0 

можно указать δ > 0 такое, что из одного из неравенств (3) следует одно соответствующее неравенство 

из (4) при t ≥ t0 и с учетом условия сходимости по статистической вероятности, что определяет в общем 

случае принадлежность полученных результатов статистик окрестностям δ > 0 точек p > 0, F > 0. 

На основе определений 1 и 2 возможна постановка ряда исследовательских задач. Например, 

определение дрейфа ФР времени пребывания СТС в состояниях при построении имитационных моде-

лей ее функционирования, оценивание дрейфа ФР при условии изменчивости среднеквадратического 

отклонения и математического ожидания или одного из них.  

Перспективы получения аналитических оценок в соответствии с определениями 1 и 2 на настоя-

щее время отсутствуют, в связи с чем предлагается перейти к вычислительным оценкам, которые 

можно получить по результатам наблюдений за реальными процессами и в результате моделирования.  
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Определение 3. Квалиметрическая задача моделеметрии конструктивно решена, если получена 

тройка: M <B, T, K>, где B – тип модели (может быть определен согласно схемам моделирования D, 

Q, A, P) [8]; Т – тип топологии гибридной модели [13]; K – метрики качества метамодели M. 

Определения 1–3 в совокупности являются основой методологической части конструктивного 

подхода к оцениванию статистической устойчивости моделей сложных систем. В отличие от проверки 

адекватности и чувствительности модели, предложенный подход не только учитывает эти аспекты  

в рамках анализа их статистической устойчивости, но и позволяет принимать решения с минимальным 

риском ошибок 1-го и 2-го рода. 

Далее рассмотрим результаты проведенного моделирования по предложенным метрикам  

определений 1–3. 
 

3. Пример и результаты моделирования оценок статистической устойчивости  

полумарковских моделей на основе конструктивного подхода 
 

Исследуем статистическую устойчивость ПММ в предположении о наличии точечного возму-

щения в матрице F на основе критерия Колмогорова–Смирнова [11]. Критерий Колмогорова–Смирнова 

предназначен для проверки согласия эмпирического распределения с заданным непрерывным теоре-

тическим распределением, т.е. для проверки гипотезы H0: F(x) = F0(x) при всех возможных значениях 

аргумента x, где F(x) – функция распределения элементов выборки, F0(x) – заданная (т.е. полностью 

известная) функция теоретического распределения. В нашем случае ФР F(x) и F0(x) представляют со-

бой ФР времен пребывания СТС в состояниях i и j [14]: 

 ( ) ( ) ( )* *
n n

x

nD n sup F x F x; | = −  , (5) 

где n – объем исследуемой выборки, ( )*
nD   – дисперсия оценки параметра * .  

Схема процесса моделирования следующая: определяется множество состояний СТС, формиру-

ется матрица переходов и соответствующий ей граф переходов в состояния.  

На основе специально разработанного программного продукта [10] реализуется построение це-

почки переходов по матрице вероятностей переходов (дивергенция матрицы выбиралась равной 1, ис-

ходя из формулы div min maxij ij ijP P P= , чтобы получить сбалансированный процесс для формиро-

вания базовых статистик; рис. 3).  
 

   
а                                  b      c 

Рис. 3. Этапы моделирования процесса функционирования сложной технической системы: матрица переходов (а);  

граф состояний (b); фрагмент полученных реализаций переходов (фрагмент цепочки переходов в состояния) (c) 

Fig. 3. Stages of modeling the process of functioning of complex technical systems: a) transition matrix; b) graph of states;  

c) fragment of the obtained transition implementations (fragment of the chain of transitions to states) 
 

Для рассматриваемого примера: S0 – начальное состояние СТС, S1 – состояние отказа техниче-

ских или программных средств, S2 – состояние восстановления, S3 – состояние профилактики; длина 

цепочки переходов l = 1 125; распределение времен пребывания в состояниях в рассматриваемом при-

мере равномерное с математическим ожиданием m = 50 (см. рис. 3). 
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Приведенные на рис. 3 элементы отображения этапов моделирования позволяют получать харак-

теристики процесса, целесообразные для оценивания квалиметрических свойств моделей. Например, 

на рис. 3 показана визуализация матрицы переходов, графа переходов с отображением начального со-

стояния и полученной цепочки переходов при соответствующих начальных заданных параметрах мо-

делирования. 

Для оценивания временны́х характеристик процесса каждому состоянию Si ставится в соответ-

ствие время пребывания в конкретный момент времени (на j-м шаге цепочки переходов) с учетом вида 

распределения случайной величины, по каждому состоянию формируются гистограммы распределе-

ния времен пребывания в них (рис. 4). В табл. 1 приведена описательная статистика полученных зна-

чений времен пребывания по каждому из состояний S0–S1 СТС. 
 

                   
а                b                                                     c 

                    
       d                                                                                e 

Рис. 4. Результаты моделирования: гистограмма частот пребывания сложной технической системы в состояниях S0–S3 (а); 

распределение времен пребывания в состоянии S0 (b); распределение времен пребывания в состоянии S1 (c);  

распределение времен пребывания в состоянии S2 (d); распределение времен пребывания в состоянии S3 (e) 

Fig. 4. Simulation results: a) a histogram of the frequencies of a complex technical system in states S0-S3; b) distribution  

of residence times in S0; c) distribution of residence times in S1; d) distribution of residence times in S2; e) the distribution  

of residence times in the S3 

 

Т а б л и ц а  1  

Описательная статистика полученных значений времен пребывания  

по каждому из состояний СТС 

Метрика 
Значение 

S0 S1 S2 S3 

Среднее 46,3 49,7 49,4 51,6 

Стандартная ошибка 1,8 1,72 1,6 1,8 

Медиана 41,6 50,8 49,8 52,4 

Стандартное отклонение 28,3 29,9 28,9 28,1 

Дисперсия выборки 798,7 893,9 835,5 787,9 

Эксцесс –1,1 –1,3 –1,2 –1,1 

Асимметричность 0,2 –0,1 0,0 –0,1 

  

Полученные результаты моделирования (см. рис. 4, табл. 1) и значения метрик отражают этап 

получения статистических оценок одной реплики процесса функционирования СТС, которая при ис-

пользовании критерия Колмогорова–Смирнова выступит в роли заданного непрерывного теоретиче-

ского распределения F0(x) в формуле (5). 
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Этапы 1, 2 повторяются для получения другой реплики полумарковского процесса функциониро-

вания СТС. Вторая полученная реплика ПМП будет использована для проверки гипотезы H0: F(x) = F0(x) 

при всех возможных значениях аргумента x. 

На рис. 5 приведены результаты оценивания статистической устойчивости ПММ в предположе-

нии о наличии точечного возмущения в матрице F на основе критерия Колмогорова–Смирнова в зави-

симости от объема выборки. 
 

 

Рис. 5. Оценки статистической устойчивости полумарковской модели по состояниям  

в зависимости от объема выборочных данных 

Fig. 5. Estimates of the statistical stability of the Semi-markov model by states depending on the volume of sample data 
 

Исходя из полученных результатов, представленных на рис. 5, можно сделать вывод, что с ро-

стом объема выборочных данных статистическая устойчивость заметно растет, сохраняя тенденцию 

относительно состояний СТС. 

Следующая группа экспериментов проводилась относительно изменения начальных условий:  

1) группа экспериментов при условии начального состояния S3 – профилактика СТС,  

2) группа экспериментов – при условии начального состояния S1 – отказ СТС, оценки статисти-

ческой устойчивости ПММ по состояниям в зависимости от объема выборки в этом случае изображены 

на рис. 6. 
 

 
а            b 

Рис. 6. Оценки статистической устойчивости полумарковской модели по состояниям в зависимости  

от объема выборочных данных: при начальном состоянии S3 (а), при начальном состоянии S1 (b) 

Fig. 6. Estimates of the statistical stability of the Semi-markov model by states depending  

on the volume of sample data: a) at the initial state S3, b) at the initial state S1 
 

Приведенные на рис. 6 результаты моделирования зависимости статистической устойчивости 

ФР времен пребывания в состояниях СТС от объемов выборок от 100 до 300 показывают влияние 

начального состояния на полученные оценки. Например, при начальном состоянии S3 наилучшее зна-

чение метрики СУ 0,192 при = 300, тогда как при начальном состоянии S1 значение метрики СУ 0,178 

при = 300 (для этого состояния); имеются различия в оценках по каждому состоянию СТС, что говорит 

о необходимости учета этих фактов при оценивании качества моделей данного типа. 

Получение характеристик СУ и влияющих параметров, например начального условия или объ-

ема выборки либо и того и другого вместе, приводит к формированию управленческих решений  

по планированию экспериментальной части задач квалиметрического анализа моделей, что относится 

к третьей составляющей предложенного конструктивного подхода. 
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Таким образом, согласно определению 3, в рамках конструктивного подхода получена тройка 

следующего вида: M <тип модели: ПММ; тип топологии гибридной модели: иерархическая; метрики 

качества метамодели: полная и частная статистическая устойчивость>. Подробное классификационное 

описание процесса исследования системы с учетом предложенного конструктивного подхода позво-

лило описывать пространство моделей, факторов и параметров при принятии решений по оценке их 

качества. Дальнейшие исследования связаны с получением оценок статистической устойчивости мо-

дели ПМП в зависимости от изменения начальных условий моделирования (начального состояния 

СТС), что позволит получить более широкий спектр оценочных метрик СУ моделей на основе ПМП. 

 

Заключение 

 

В задачах исследования сложных систем и процессов зачастую приходится иметь дело с гибрид-

ными сложными моделями, оценивание их свойств (прежде всего – качества) представляется весьма 

затруднительным, а следовательно, не дает гарантии получения приемлемых результатов исследования. 

Авторами предложены конструктивный подход и прикладные основы нового раздела квалиметрии – 

моделеметрии, а также определение конструктивного решения квалиметрической задачи моделемет-

рии, которое представляет собой триединство методологических, алгоритмических и управленческих 

решений в рамках квалиметрического анализа этих моделей и позволяет описывать пространство мо-

делей, факторов и параметров при принятии решений по оценке их качества.  

В статье отмечено, что для сложных стохастических моделей, например полумарковских, анализ 

их качества нетривиален. В рамках решения задачи оценивания качества метамоделей предлагается 

применение критерия Колмогорова–Смирнова для оценивания статистической устойчивости функции 

распределения времени пребывания системы в выделенных состояниях. Критерий позволяет сравни-

вать выборочные данные на основе расстояния между функциями распределений времен пребывания 

в состояниях сложной технической системы. Результаты модельных экспериментов показали широкие 

перспективы применения метрик статистической устойчивости полумарковских моделей для детали-

зованного описания процессов функционирования сложных технических систем, что позволит прини-

мать обоснованные решения по их работе и развитию. 
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Аннотация. Разрабатываются и исследуются новые модели сверточных нейронных сетей (СНС) с механизмом 

внимания, позволяющие решать задачи объектного детектирования малоразмерных летающих объектов (ЛО). 

В качестве исходных моделей выбрано две базовых модели СНС класса YOLO: YOLOv5s и YOLOv8s. На их 

основе создано четыре гибридных модели СНС с использованием модулей SWT и SEA, реализующих различ-

ные варианты механизма внимания. Для обучения, валидации и комплексного исследования этих моделей ис-

пользовался датасет, изображения которого содержат от одного до нескольких ЛО трех классов: «Птица», «Бес-

пилотный летательный аппарат (БПЛА) самолетного типа» и «БПЛА вертолетного типа». Исследования пока-

зали, что гибридная модель YOLOv8s + SEA является наиболее предпочтительным вариантом при создании 

систем компьютерного зрения реального времени для детектирования малоразмерных ЛО. 

Ключевые слова: система компьютерного зрения реального времени; сверточная нейронная сеть YOLO; 

обнаружение и классификация летающих объектов; механизм внимания. 

 

Для цитирования: Клековкин В.А., Марков Н.Г., Небаба С.Г. Модели сверточных нейронных сетей YOLO  

с механизмом внимания для систем компьютерного зрения реального времени // Вестник Томского государ-

ственного университета. Управление, вычислительная техника и информатика. 2025. № 72. С. 39–50. doi: 

10.17223/19988605/72/4 
 

 

Original article 

doi: 10.17223/19988605/72/4 

 

YOLO convolutional neural network models with attention mechanism  

for real-time computer vision systems 
 

Vadim A. Klekovkin1, Nikolay G. Markov2
, Stepan G. Nebaba3 

 
1, 2, 3 National Research Tomsk Polytechnic University, Tomsk, Russian Federation, vak37@tpu.ru 

1 vak37@tpu.ru 
2 markovng@tpu.ru 
3 stepanlfx@tpu.ru 

 

Abstract. New models of convolutional neural networks (SNN) with an attention mechanism are being developed 

and investigated to solve the problems of object detection of small-sized flying objects (FO). Two basic CNN models 

of the YOLO class were selected as the initial ones for the development of new CNN models: YOLOv5s and YOLOv8s. 

Based on them, four hybrid CNN models were created using the SWT module and the SEA module, implementing 

different versions of the attention mechanism. For training, validation and research of the basic and hybrid models,  

a dataset with labeled images of small-sized FO of three classes was used: «Unmanned aerial vehicle (UAV) of helicopter 

type», «UAV of airplane type» and «Bird». Research has demonstrated that the hybrid YOLOv8s + SEA model is the 

most preferable option for designing real-time computer vision systems intended for the detection of small-sized FO. 
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Введение 

 

В последние годы в России и за рубежом интенсивно ведутся разработки систем компьютерного 

зрения (СКЗ) различного назначения. Чаще всего СКЗ создаются на основе современных моделей свер-

точных нейронных сетей (СНС). Именно СКЗ с такими моделями СНС должны позволять решать при-

кладные задачи компьютерного зрения, относящиеся к четырем классам [1, 2]: семантическая сегмен-

тация (Semantic Segmentation) изображений, распознавание единичного объекта (Object Recognition) на 

изображении, объектное детектирование (Object Detection) и, наконец, четвертый класс задач – распо-

знавание экземпляров объекта (Instance Segmentation) одного класса на изображении. 

Отметим, что сегодня наиболее востребованными являются СКЗ, позволяющие решать задачи 

объектного детектирования, когда на изображениях обнаруживаются и классифицируются объекты 

различных классов. Именно такие СКЗ используются в системах управления автономным наземным  

и воздушным транспортом, в системах мониторинга воздушного пространства и мониторинга опасных 

технологических объектов [3, 4]. Учитывая, что во многих случаях объекты на анализируемых такими 

системами изображениях являются подвижными, СКЗ, чтобы обнаружить и удерживать их в поле зре-

ния на изображении, должны функционировать в режиме реального времени. При этом масштаб ре-

ального времени в каждой конкретной задаче определяется потенциальной скоростью перемещения 

подвижных объектов. Важной проблемой при создании многих СКЗ реального времени для решения 

задач объектного детектирования подвижных объектов является необходимость детектирования объ-

ектов разных размеров (по линейным размерам, по площади). В [4, 5] показано, что детектирование 

объектов малого размера (часто говорят, масштаба) представляет особую сложность для современных 

моделей СНС. Сегодня, несмотря на общие успехи в достижении высокой точности детектирования  

с помощью таких моделей, все ещё сохраняется значительный разрыв между точностью детектирова-

ния объектов малого и большого масштабов. Все это указывает на актуальность создания высокоточ-

ных моделей СНС для решения задач детектирования объектов малых размеров с помощью СКЗ ре-

ального времени. 

В данной статье рассматривается задача объектного детектирования на изображениях малораз-

мерных подвижных объектов, находящихся в воздушном пространстве и представляющих собой лета-

ющие объекты (ЛО) трех классов. Для решения такой задачи необходимо разрабатывать СКЗ реального 

времени, удовлетворяющие жестким требованиям по производительности и точности детектирования 

ЛО малых размеров. В основу этих СКЗ должны быть положены модели СНС, также удовлетворяющие 

таким требованиям. Для этого в работе создаются и исследуются гибридные модели СНС класса YOLO 

с использованием механизма внимания. По результатам их комплексных исследований выбирается 

наиболее эффективная с точки зрения точности и скорости объектного детектирования модель (мо-

дели) для использования в СКЗ реального времени. 

 

1. Системы компьютерного зрения для детектирования подвижных объектов 

 

Объектное детектирование подвижных объектов является одной из основных задач компьютер-

ного зрения и выполняется как совокупность трех подзадач: обнаружения одного или нескольких объ-

ектов на изображении, их локализации (определение местоположения объектов на изображении) и вы-

явления класса каждого из объектов. Далее под термином «детектирование» будем понимать процесс 

решения этих трех подзадач. Для решения задач детектирования в самых различных областях сегодня 



Клековкин В.А., Марков Н.Г., Небаба С.Г. Модели сверточных нейронных сетей YOLO  

41 

на основе современных моделей СНС разрабатываются СКЗ, учитывающие специфику решения каж-

дой задачи. Так, при создании СКЗ, осуществляющих мониторинг подвижных объектов, учитывается, 

что такие системы должны как обнаруживать и классифицировать объекты, так и отслеживать переме-

щение каждого из них в пространстве. Для этого СКЗ должны функционировать в режиме реального 

времени, причем масштаб реального времени в значительной степени определяется скоростью пере-

мещения объектов в пространстве. В работах [3–5] показано, что во многих современных СКЗ, функ-

ционирующих в режиме реального времени, значительные ресурсы отводятся на вычисление модели 

СНС. Отсюда следует, что при создании перспективных СКЗ необходимо использовать эффективные 

по скорости вычисления модели СНС. Обычно для оценки минимальной достаточной скорости детек-

тирования объектов на изображении с помощью СКЗ реального времени используется известный по-

казатель – количество анализируемых изображений / кадров в секунду (Frames Per Second, FPS), при-

чем в большинстве случаев детектирования подвижных объектов значение этого показателя должно 

быть не менее 25–30, а часто и значительно более этого порога [3, 5]. 

Другим основным требованием к модели СНС, планируемой для включения в состав СКЗ реаль-

ного времени, является высокая точность детектирования (обнаружения и классификации) подвижных 

объектов на изображениях. Отметим, что эти требования к модели СНС – высокая скорость ее вычис-

ления и высокая точность детектирования подвижных объектов на изображениях – противоречат друг 

другу, так как для повышения точности детектирования требуются более ресурсоемкие модели СНС, 

скорость вычисления которых заметно меньше, чем у более компактных моделей. Общепринятыми 

метриками оценки точности детектирования объектов на изображении являются АР (Average Precision, 

средняя точность классификации) для каждого класса объектов и mAP (mean Average Precision) – усред-

ненное значение АР по всем классам. Чаще всего применяют метрики АР0,5 и mAP0,5, которые получают 

для порогового значения IoU (метрики, показывающей долю пересечения двух рамок на объекте), рав-

ного 0,5 [5, 6]. Точность детектирования объектов на изображениях можно считать достаточной, если 

значения метрики AP0,5 для каждого класса объектов и метрики mAP0,5 по всем классам объектов выше 

заданного порогового значения. Опираясь на результаты работ [2, 4–7], выявлено, что это пороговое 

значение обычно не менее 0,9. 

На изображениях может одновременно присутствовать несколько подвижных объектов разных 

классов, причем они могут иметь разные размеры. Детектирование объектов, размеры которых отно-

сительно размеров анализируемого изображения малы (обычно не более 32 × 32 пикселя по занимаемой 

каждым из них площади, как это было предложено при формировании известного датасета MS COCO [8]), 

представляет особую сложность. В [6, 7] показано, что к малоразмерным объектам следует отнести, 

например, птиц и беспилотные летательные аппараты (БПЛА) самолетного типа, которые находятся на 

значительном удалении от СКЗ. Контуры таких объектов обладают высокой степенью схожести, что 

делает их классификацию непростой задачей. Отсюда можно сделать вывод об актуальности разра-

ботки высокоточных моделей СНС для решения задач детектирования объектов малых размеров с по-

мощью СКЗ реального времени. 

 

2. Постановка задачи исследований 

 

Цель данного проекта – разработка и исследование новых моделей СНС с механизмом внимания 

на основе хорошо себя зарекомендовавших моделей из класса YOLO. Выбранная по результатам ис-

следований наиболее эффективная из таких гибридных моделей СНС должна детектировать на RGB-

изображениях малоразмерные подвижные объекты и удовлетворять изложенным выше требованиям по 

точности их детектирования и скорости вычисления модели. Это позволит рекомендовать такую модель 

СНС для реализации в СКЗ реального времени. В качестве подвижных объектов на изображениях бу-

дем рассматривать малоразмерные летающие объекты (ЛО) в воздушном пространстве трех классов: 

БПЛА вертолетного типа, БПЛА самолетного типа и класс «Птица». 

Для обучения, валидации и исследования разработанных и базовых моделей СНС будем исполь-

зовать датасет с малоразмерными ЛО на размеченных RGB-изображениях размером 416  416 пикселей 
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из [7]. Число объектов в этом датасете 4 540, при этом распределение по классам ЛО следующее:  

БПЛА вертолетного типа – 1 437 объектов, БПЛА самолетного типа – 1 663 объекта, объектов класса 

«Птица» – 1 440. На одном изображении может присутствовать один либо два и более ЛО. Датасет 

разделен на обучающую, валидационную и тестовую выборки в следующем соотношении: 70% всех 

изображений – обучающая выборка, 20% изображений – валидационная, 10% изображений – тестовая 

выборка.  

Кратко остановимся на выборе исходных (далее – базовых) моделей, на основе которых будут 

создаваться гибридные модели СНС с механизмом внимания. Анализ моделей СНС для решения задач 

объектного детектирования, проведенный в работах [4–6], позволяет считать, что наиболее подходя-

щими для детектирования ЛО на изображениях с учетом требования к высокой скорости вычисления 

моделей являются модели класса YOLO [9]. Модели СНС этого класса относятся к одноэтапным  

детекторам и поэтому являются высокопроизводительными. Кроме того, как показывает опыт их при-

менения [5, 9], они имеют весьма высокую точность детектирования объектов на изображениях. Пред-

лагается выбрать базовые модели СНС из этого класса, начиная с моделей с современными архитекту-

рами из семейства YOLOv5 [10] и заканчивая хорошо себя зарекомендовавшими моделями семейства 

YOLOv8 [11]. Как следует из результатов исследований [11], полученных при решении одной из при-

кладных задач, модели семейства YOLOv5 являются более высокопроизводительными, чем модели се-

мейства YOLOv8, однако часть моделей второго семейства показывает более высокую точность детек-

тирования. В итоге в качестве базовых моделей из этих семейств выбраны модели YOLOv5s и 

YOLOv8s. Отметим, что согласно результатам исследований из [5, 7, 10, 11] эти модели являются ком-

промиссными вариантами, поскольку каждая из них в своем семействе в значительной степени удовле-

творяет взаимоисключающим требованиям по точности детектирования объектов и скорости вычисления 

модели. Появившиеся недавно модели YOLOv9, YOLOv10 и YOLOv11 пока недостаточно подробно 

исследованы, а также практически не апробированы при решении прикладных задач. По этой причине 

здесь они не рассматривались в качестве базовых моделей СНС. 

 

3. Гибридные модели СНС 

 

Проведенный анализ исследований наиболее известных моделей нейронных сетей с механизмом 

внимания [12–18] позволил считать, что для разработки гибридных моделей СНС из довольно боль-

шого многообразия моделей, где реализован механизм внимания, следует выбрать модули с механиз-

мами внимания SEAttention [16] и SWIN-Transformer [17]. Модуль SEAttention (далее – SEA) широко 

применяется благодаря своей простоте, вычислительной эффективности и способности повышать ре-

презентативную способность исходных моделей СНС. Этот модуль содержит блок сжатия и блок воз-

буждения (SE, Squeeze-Excitation), которые используются для сбора глобальной информации, захвата 

взаимосвязей по каналам и улучшения репрезентативности. Глобальная пространственная информация 

собирается в модуле сжатия путем глобального усреднения. Модуль возбуждения захватывает взаимо-

связи по каналам и выводит вектор внимания с помощью полностью связанных слоев и нелинейных 

слоев (ReLU и сигмоида). Затем каждый канал входного признака масштабируется путем умножения 

соответствующего элемента в векторе внимания. 

Модуль SWIN-Transformer – это иерархический Transformer, представление которого вычисля-

ется с помощью смещенных окон [17]. Схема смещенных окон обеспечивает большую эффективность, 

ограничивая вычисления собственного внимания неперекрывающимися локальными окнами, а также 

допуская межоконные соединения. Модуль SWIN-Transformer (далее – SWT) извлекает визуальные 

признаки на основе механизма самовнимания, что позволяет захватывать глобальную и локальную 

контекстную информацию об объектах на изображении и в итоге улучшает извлечение признаков объ-

ектов. Подход смещенных окон обеспечивает лучшую масштабируемость и производительность этого 

модуля по сравнению с хорошо известными трансформерами. 

Рассмотрим более детально каждую из разработанных с использованием модулей SEA и SWT 

гибридных моделей. 
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3.1. Модель YOLOv5s + SEA 

 

Модуль SEA добавлен в архитектуру базовой модели YOLOv5 путем замены блока С3 (кросс-

ступенчатый частичный блок, состоящий из трех сверточных слоев с пропусками соединений) в ее 

структуре Backbone. Полученная таким образом гибридная модель YOLOv5s + SEA имеет архитектуру, 

показанную на рис. 1. Добавленный модуль SEA выделен на этой схеме розовым цветом.  
 

 

Рис. 1. Архитектура гибридной модели YOLOv5s + SEA  

Fig. 1. Architecture of the hybrid model YOLOv5s + SEA 
 

Известно, что блок С3 в классической реализации YOLOv5s обладает несколькими недостат-

ками, ключевыми из которых являются отсутствие канального внимания (равное отношение ко всем 

признакам, в том числе шумовым) и слабая адаптация к мелким объектам (отсутствует механизм адап-

тивного усиления полезных признаков). 

Модуль SEA выполняется в три этапа: этап Squeeze – глобальное усреднение по пространствен-

ным измерениям, этап Excitation – поиск зависимостей между каналами путем обучения весов двуслой-

ного перцептрона, наконец, Scale – масштабирование полученного вектора внимания на пространство 

признаков. Это позволяет усилить информативные каналы и подавить шумовые. При этом количество 

вычислений растет незначительно, т.е. на скорости вычислений замена блока сказывается минимально. 

Использование гибридной модели для решения задачи объектного детектирования малоразмер-

ных объектов позволит улучшить фокусировку на целевой информации о таких объектах, а также по-

давить нерелевантную информацию о признаках ЛО на изображениях, что должно в итоге привести  

к повышению точности детектирования малоразмерных объектов. 

 

3.2. Модель YOLOv5s + SWT 

 

Ключевыми особенностями модуля SWT являются: 

– иерархическая структура – работа с изображениями как с последовательностью патчей, кото-

рые постепенно объединяются в более крупные блоки (аналогично блокам модели СНС), сохраняя 

свойство мультимасштабности; 
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– оконное внимание (Window-based Self-Attention) – разбиение изображения на неперекрываю-

щиеся локальные окна и вычисление параметра внимания только внутри окна, что снижает вычисли-

тельную сложность модуля; 

– смещенные окна (Shifted Windows) – на каждом следующем слое окна сдвигаются на половину 

их размера, что позволяет учитывать связи между разными областями; 

– линейная сложность – благодаря локальным окнам и иерархии SWIN-Transformer масштабиру-

ется лучше классических модулей внимания. 

Указанные особенности позволяют предположить, как и в случае модуля SEA, что гибридная 

модель за счет модуля SWT должна быть более эффективной при детектировании малоразмерных ЛО, 

чем использование классических моделей СНС. Точность детектирования объектов может повышаться 

также за счет лучшего захвата глобальных зависимостей на изображении. 

Вместе с тем гибридная модель, использующая модуль SWT, требует больше памяти, чем базо-

вая модель СНС, и вычислительно она более сложна. 

Поскольку в модуле SWT схема смещенных окон обеспечивает большую эффективность выделе-

ния признаков объектов на изображении, ограничивая вычисления собственного внимания неперекры-

вающимися локальными окнами, а также допуская межоконные соединения, добавим модуль SWT в ар-

хитектуру базовой модели YOLOv5s путем замены блока С3 в структуре Backbone. Архитектура полу-

ченной таким образом гибридной модели, получившей название YOLOv5s + SWT, приведена на рис. 2.  
 

 

Рис. 2. Архитектура гибридной модели YOLOv5s + SWT 

Fig. 2. Architecture of the hybrid model YOLOv5s + SWT 
 

Добавленный модуль SWT выделен на этой схеме розовым цветом. Реализованный в модели ме-

ханизм самовнимания, который позволяет захватывать глобальную и локальную контекстную инфор-

мацию об объектах, ведет к улучшению извлечения признаков. Это должно позволить лучше сохранить 

контекстную информацию об ЛО и в итоге повысить точность детектирования объектов. 

 

3.3. Модель YOLOv8s + SEA 

 

При построении гибридной модели на основе базовой модели YOLOv8s возможны два основных 

варианта использования модуля SEA – замена блоков C2F (аналогично тому, как в модели YOLOv5s 
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заменяется блок C3), либо включение модуля SEA как дополнительного блока без изменения суще-

ствующей последовательности блоков архитектуры базовой модели. Последний вариант имеет ряд 

преимуществ, в частности подразумевает минимальное вмешательство в оригинальную архитектуру 

базовой модели, обратную совместимость с этой архитектурой и улучшение работы с мультимасштаб-

ными объектами на изображении.  

В случае модели YOLOv8s было решено выбрать вариант добавления модуля SEA в структуру 

Neck ее архитектуры. Благодаря включению модуля SEА в структуру Neck механизм внимания помо-

гает модели определить, какие признаки наиболее важны, прежде чем передавать их на уровни обна-

ружения объекта. Архитектура гибридной модели YOLOv8s + SEA приведена на рис. 3. Добавленный 

модуль SEA выделен выделен на схеме розовым цветом. 
 

 

Рис. 3. Архитектура гибридной модели YOLOv8s + SEA 

Fig. 3. Architecture of the hybrid model YOLOv8s + SEA 
 

Рассмотрим особенности этой гибридной модели: 

– SEA-модуль располагается в месте слияния признаков, что минимизирует влияние на вычис-

лительную сложность гибридной модели; 

– количество SEA-модулей можно относительно легко регулировать; 

– сохраняется оригинальная архитектура базовой модели YOLOv8s. 

 

3.4. Модель YOLOv8s + SWT 

 

Блок C2F в архитектуре модели YOLOv8s представляет собой усовершенствованный вариант 

блока C3 в архитектуре модели YOLOv5s с дополнительными skip-соединениями (более быстрая реа-

лизация узкого места CSP с двумя свертками). Основной его функцией является агрегация мультимас-

штабных признаков на разных уровнях модели. Этот блок, как и блок C3 в архитектуре модели 

YOLOv5s, обладает рядом ограничений, среди которых локальная природа сверточных операций, огра-

ниченное рецептивное поле и фиксированные шаблоны извлечения признаков объектов. 

При этом модуль SWT позволяет реализовать глобальное взаимодействие признаков через меха-

низм внимания, поддерживает адаптивную оценку значимости регионов и иерархическое представление 

признаков объектов. 
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Учитывая изложенное, было решено добавить модуль SWT в архитектуру модели YOLOv8s путем 

замены четвертого блока С2F в структуре Backbone. Архитектура гибридной модели YOLOv8s + SWT 

приведена на рис. 4. Добавленный модуль SWT на рис. 4 выделен розовым цветом. 
 

 

Рис. 4. Архитектура гибридной модели YOLOv8s + SWT 

Fig. 4. Architecture of the hybrid model YOLOv8s + SWT 

 

4. Результаты исследования моделей СНС и их обсуждение 

 

После обучения и валидации разработанных и базовых моделей СНС на обучающей и валидаци-

онной выборках из датасета [7] были проведены исследования этих моделей с использованием его те-

стовой выборки. Исследования проводились по точности детектирования ЛО и по скорости вычисле-

ния моделей. В табл. 1 приведены результаты по точности детектирования по метрике AP0,5 объектов 

каждого класса и по метрике mAP0,5 объектов всех классов для обученных базовой модели YOLOv5s и 

гибридных моделей на ее основе. 

Т а б л и ц а  1  

Результаты исследования базовой модели YOLOv5s и гибридных моделей на ее основе  

по точности детектирования ЛО  

Класс 
AP0,5, mAP0,5 

YOLOv5s YOLOv5s + SWT YOLOv5s + SEA 

БПЛА самолетного типа 0,935 0,947 0,941 

Птица 0,930 0,907 0,920 

БПЛА вертолетного типа 0,961 0,967 0,956 

Все классы 0,942 0,940 0,939 
 

Анализ результатов, представленных в табл. 1, позволяет считать, что все модели демонстрируют 

довольно высокую точность детектирования ЛО по метрикам AP0,5 и mAP0,5, превышающую их поро-

говое значение 0,9.  

Гибридная модель YOLOv5s + SWT показывает лучшие результаты для объектов классов «БПЛА 

самолетного типа» и «БПЛА вертолетного типа» по сравнению с результатами для объектов этих клас-

сов, полученных с помощью гибридной модели YOLOv5s + SEA и базовой модели YOLOv5s. Это ука-

зывает на эффективность использования SWIN-Трансформера для обнаружения и классификации ма-

лоразмерных объектов данных классов. Однако для объектов класса «Птица» обе гибридные модели 
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дают точность детектирования ниже, чем у базовой модели YOLOv5s. Более того, результаты по точ-

ности детектирования объектов по метрике mAP0,5, получаемые с помощью этих моделей, несколько 

ниже, чем у базовой модели YOLOv5s. 

В табл. 2 приведены результаты по точности детектирования по метрике AP0,5 ЛО каждого класса 

и по метрике mAP0,5 объектов всех классов для обученных базовой модели YOLOv8s и гибридных мо-

делей на ее основе. Анализ этих результатов позволяет сделать следующие выводы. 

Т а б л и ц а  2  

Результаты исследования базовой модели YOLOv8s и гибридных моделей на ее основе  

по точности детектирования ЛО 

Класс 
AP0,5, mAP0,5 

YOLOv8s YOLOv8s + SWT YOLOv8s + SEA 

БПЛА самолетного типа 0,937 0,925 0,942 

Птица 0,935 0,925 0,933 

БПЛА вертолетного типа 0,966 0,956 0,971 

Все классы 0,946 0,935 0,948 

 

Базовая модель и гибридные модели демонстрируют высокую точность детектирования объектов 

по метрикам AP0,5 и mAP0,5 в диапазоне значений от 0,925 до 0,971 (значительное превышение порого-

вого значения 0,9 этих метрик). Отметим, что все результаты в табл. 2 лучше, чем соответствующие 

результаты для модели YOLOv5s и гибридных моделей на ее основе, приведенные в табл. 1. 

Гибридная модель YOLOv8s + SEA демонстрирует лучшие результаты по точности детектирова-

ния объектов по метрикам AP0,5 и mAP0,5 по сравнению с моделями YOLOv8s + SWT и YOLOv8s, а для 

объектов класса «БПЛА вертолетного типа» – наилучший результат (значение метрики AP0,5 = 0,971). 

Однако эта модель незначительно уступает базовой модели YOLOv8s по точности детектирования  

в случае объектов класса «Птица». Результаты для всех классов объектов в случае гибридной модели 

YOLOv8s + SWT хуже, чем у базовой модели YOLOv8s. Это указывает на то, что гипотеза о повыше-

нии точности детектирования малоразмерных объектов путем замены четвертого блока С2F в струк-

туре Backbone модели YOLOv8s на модуль SWT не подтвердилась. 

Из анализа результатов исследования, приведенных в табл. 1 и 2, следует вывод о том, что ги-

бридная модель YOLOv8s + SEA является наиболее предпочтительным вариантом при создании СКЗ 

реального времени с повышенным требованием к точности детектирования малоразмерных ЛО. 

В табл. 3 приведены результаты исследований на тестовой выборке обученных базовых моделей 

YOLOv5s и YOLOv8s и гибридных моделей на их основе в виде усредненной скорости вычисления 

этих моделей. Результаты показаны в виде значений метрик времени вычисления Inference и NMS  

(в миллисекундах) и FPS для RGB – изображения размером 416 × 416 пикселей. 

Т а б л и ц а  3  

Результаты исследования базовых моделей YOLOv5s и YOLOv8s и гибридных моделей  

по усредненной скорости вычисления 

Модель СНС Inference, мс NMS, мс FPS 

YOLOv5s 3,2 2,4 179 

YOLOv5s + SWT 3,0 2,4 185 

YOLOv5s + SEA 3,0 2,4 185 

YOLOv8s 4,6 1,8 156 

YOLOv8s + SWT 4,9 1,8 149 

YOLOv8s + SEA 4,5 2,3 147 

 

На основе представленных в табл. 3 результатов можно сделать следующие выводы. У модели 

YOLOv8s время вычисления одного изображения Inference значительно выше (4,6 мс) по сравнению со 

значением этого показателя у модели YOLOv5s (3,2 мс), что дает более низкое значение FPS, равное 

156, по сравнению со значением 179 у модели YOLOv5s. То есть модель YOLOv5s демонстрирует луч-

шую производительность, чем модель YOLOv8s. 
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Гибридные модели YOLOv5s + SWT и YOLOv5s + SEA показывают максимальное значение FPS, 

равное 185, что делает данные модели наиболее эффективными среди всех исследуемых здесь моделей. 

Гибридная модель YOLOv8s + SWT имеет время Inference 4,9 мс и значение FPS, равное 149,  

а модель YOLOv8s + SEA показывает соответственно 4,5 мс и FPS, равное 147. Это указывает на сни-

жение усредненной скорости их вычислений по сравнению с базовой моделью YOLOv8s. 

Модель YOLOv5s и гибридные модели на ее основе демонстрируют лучшие значения усреднен-

ной скорости вычислений по сравнению с моделью YOLOv8s и гибридными моделями на ее основе. 

Это позволяет считать их более предпочтительными для решения задач, требующих высокой произво-

дительности СКЗ реального времени. 

 

Заключение 

 

Анализ ряда исследований по точности объектного детектирования ЛО на изображениях показал, 

что существует актуальная проблема повышения точности детектирования таких объектов малых раз-

меров. Для ее решения предлагается разрабатывать и исследовать новые модели СНС с механизмом 

внимания. В качестве исходных для разработки таких новых моделей СНС выбраны две базовые мо-

дели класса YOLO: YOLOv5s и YOLOv8s. На их основе создано четыре гибридных модели СНС  

с использованием модуля SWT и модуля SEA, реализующих два варианта механизма внимания. 

По результатам обучения, валидации и исследования базовых и гибридных моделей на датасете 

с размеченными изображениями малоразмерных ЛО трех классов выявлено, что обе базовые модели и 

гибридные модели на их основе по точности детектирования ЛО по метрикам AP0,5 и mAP0,5 превы-

шают весьма высокий заданный порог 0,9 и могут использоваться в качестве основы в СКЗ реального 

времени для детектирования малоразмерных объектов. Однако гибридная модель YOLOv8s + SEA яв-

ляется наиболее предпочтительным вариантом при создании СКЗ реального времени с повышенным 

требованием к точности детектирования малоразмерных ЛО. 

Результаты исследования моделей по скорости вычислений показали, что все они позволяют пре-

высить пороговое значение метрики FPS, равное 25, и поэтому могут использоваться в составе СКЗ 

реального времени. Модель YOLOv5s и гибридные модели на ее основе по скорости вычислений эф-

фективнее, чем модель YOLOv8s и гибридные модели на ее основе. Это позволяет считать их более 

предпочтительными для решения задач, требующих высокой производительности от СКЗ реального 

времени. Однако выбор из них конкретной модели зависит от выдвигаемых требований к точности де-

тектирования малоразмерных ЛО каждого класса и от масштаба реального времени. 
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Введение 

 

Исследования в области теории массового обслуживания демонстрируют разнообразие применяе-

мых моделей и методов с целью прогнозирования, оптимизации и управления реальными процессами 

и объектами. В качестве таких объектов могут выступать, например, страховые компании и другие 

коммерческие организации [1–2]. Также с помощью методов теории массового обслуживания модели-

руют работу железнодорожных станций [3], функционирование телекоммуникационных сетей [4], про-

цессы в военной отрасли [5–6], в сфере интернета вещей [7] и т.д. В качестве предмета исследований  

в таких моделях могут быть входящие потоки заявок и их параметры [8], число занятых приборов или 

число обслуживаемых заявок в системе [9], длина очереди на обслуживание [10], выходящие потоки 

[11–12] и др. Многообразие работ по данной тематике демонстрирует необходимость развития методов 

и подходов для анализа различных характеристик исследуемых моделей массового обслуживания.  

В данной работе рассматривается система массового обслуживания с входящим ММPP-потоком 

заявок и неограниченным количеством приборов. Каждая заявка в течение времени обслуживания 

независимо от других заявок генерирует события некоторого дополнительного потока. Такие допол-

нительные потоки моделируют, например, потоки выплат клиентам страховой компании по факту 

наступления страховых случаев, потоки денежных операций в рамках накопительного банковского 

счета, когда клиент в любой момент времени имеет возможность снимать средства или пополнять счет, 

потоки заказов товаров и услуг, например вызовов такси с установленного мобильного приложения и т.д. 

Подобные потоки в своих трудах рассматривали М.С. Бартлетт [13] для исследования транспортных по-

токов и П.А.В. Льюис и Д.Р. Кокс [14] для моделирования отказов вычислительных машин. Также в ра-

ботах [15–17] с помощью метода марковского суммирования исследуется дополнительный поток, сгене-

рированный заявками, поступившими в систему после заданного начального момента времени t = 0;  

в [18–19] заявки учитываются и до начального момента в условиях простейшего входящего потока.  

В данном исследовании впервые с использованием комбинации методов марковского суммирования и 

асимптотического анализа находится характеристическая функция числа событий дополнительного 

потока, формируемого на промежутке [0, ∞) всеми входящего ММPP-потока заявками, поступившими 

в систему на промежутке времени (–∞, T], T > 0. Так как количество событий дополнительного потока 

после момента времени T с течением времени будет убывать, то такой поток назовем затухающим. 

Задача решается как для экспоненциального времени обслуживания, так и для произвольного распре-

деления времени обслуживания. Приводятся численные результаты при заданных значениях парамет-

ров системы. 

 

1. Описание модели и постановка задачи 

 

Рассмотрим систему массового обслуживания с входящим MMPP-потоком заявок и неограни-

ченным количеством приборов. Время обслуживания имеет экспоненциальный закон распределения  

с параметром µ или характеризуется произвольной функцией распределения B(x) (рис. 1).  
 

 

Рис. 1. Модель системы массового обслуживания c d-потоком 

Fig. 1. Model of a queueing system with d-flow 
 

Каждая заявка, приходящая в систему, в течение времени обслуживания на приборе генерирует 

с интенсивностью γ события дополнительного потока, который будем называть локальным d-потоком; 

суммарным d-потоком будем называть дополнительный поток, сформированный всеми заявками [16]. 
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Предполагается, что заявки поступают в систему на промежутке (–∞, T], T > 0, а события формируе-

мого этими заявками дополнительного потока учитываются на интервале [0, ∞). 

Обозначим i(t) – число событий локального d-потока от заявки, поступившей в момент времени t, 

n(t) – число событий суммарного d-потока, сформированных заявками, поступившими в систему на 

промежутке (–∞, t]; r(i, t) = P{i(t) = i}, P(n, t) = P{n(t) = n}. Задача состоит в нахождении характеристи-

ческой функции числа n(t) событий суммарного d-потока, сформированного на [0, ∞) заявками входя-

щего потока при условии, что в момент времени t = 0 в системе находится какое-то количество заявок. 

На рис. 2 изображена схема формирования d-потока: моменты ti на оси времени обозначают моменты 

поступления заявок в систему на промежутке (–∞, T], точки – моменты наступления событий d-потока 

на промежутке [0, ∞). Для решения поставленной задачи будем использовать метод марковского сум-

мирования, который был введен и описан в [16], а также метод асимптотического анализа [20].  
 

 

Рис. 2. Схема формирования d-потока 

Fig. 2. Scheme for generating d-flow  

 

2. Характеристическая функция числа событий суммарного d-потока  
 

2.1. Метод марковского суммирования  
 

Будем считать, что входящий ММPP-поток управляется цепью Маркова k(t) и характеризуется 

следующими матрицами: диагональной матрицей Λ с элементами λk на главной диагонали, где λk – 

условные интенсивности поступления входящих заявок, когда цепь Маркова k(t) находится в состоянии 

k, k = 1, 2, …, K; квадратной размерности K матрицей Q инфинитезимальных характеристик qvk, которая 

определяет марковскую цепь k(t). 

Определим двумерный процесс {n(t), k(t)}, который в описанных выше условиях является марков-

ским. Согласно методу марковского суммирования [16] необходимо: 

1. Определить характеристику числа n(t) суммарного d-потока в виде вероятности  

( , ) P{ ( ) , ( ) }, 1,2,..., .kP n t n t n k t k k K= = = =  

2. Найти вид вероятности r(i, t) для локального d-потока и соответствующую характеристиче-

скую функцию. 

3. Составить систему дифференциальных уравнений Колмогорова для вероятностей из п. 1. 

4. Решить систему уравнений из п. 3, получить искомое распределение из п. 1.  

Реализуя первый этап, для вероятностей Pk (n, t) запишем равенства 

 

0
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+  − +   =
 (1) 

В (1) присутствует вероятность r(i, t), выражение для которой было получено в работе [18] в виде (2) 

для модели с простейшим входящим потоком и экспоненциальным обслуживанием (тип входящего 

потока не будет влиять на вид этой вероятности, так как r(i, t) характеризует локальный d-поток, а 

значит, будет зависеть от распределения обслуживания и интенсивности d-потока): 
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Система дифференциальных уравнений Колмогорова после преобразований равенств (1) будет 

иметь вид:  

 
0

( , )
( , ) ( , ) ( , ) ( , ), 1,2,..,

n
k

k k v vk k k
i v

P n t
P n i t r i t P n t q P n t k K

t =


=  − + − = 


. (3) 

Систему (3) для частичных характеристических функций 
0

( , ) ( , )jun
k k

n

Н u t e P n t


=

=   запишем в виде:  

 ( )
( , )

( , ) 1 ( , ) ( , ) , 1,2,..,k
k k v vk

v

H u t
R u t H u t H u t q k K

t


= −  + =


, (4) 

где R(u, t) – характеристическая функция распределения вероятностей (2) локального d-потока. Выра-

жение для R(u, t)  также получено в работе [18] и имеет следующий вид:  

 

, 0,

( , )

1 , 0.

ju

t
t

ju

t
e

R u t
e

e t
e







 +  − 
= 

 − + 
  +  − 

 (5) 

Введя векторную характеристическую функцию H(u, t) = {H1(u, t), H2(u, t), ..., HK(u, t)}, систему (4) 

можем записать в виде матричного уравнения   

 ( ) 
( , )

( , ) ( , ) 1
u t

u t R u t
t


= + −



H
H Q Λ  (6) 

с начальным условием H(u, –∞) = R. 

Матричное уравнение (6) определяет однородную систему линейных дифференциальных урав-

нений относительно частичных характеристических функций Hk(u, t) с переменными по t коэффициен-

тами. Аналитическое решение системы (6) записать не представляется возможным, поэтому решение 

этой системы будем искать методом асимптотического анализа. Таким образом, п. 4 метода марков-

ского суммирования будем реализовывать с использованием метода асимптотического анализа.  
 

2.2. Метод асимптотического анализа  
 

Для реализации метода асимптотического анализа найдем выражение для математического ожи-

дания числа n(t) событий суммарного d-потока. Так как  

( )
( )

( )
( )1

0 0

, ,1 1
,

u u

u t R u t
t R t

j u j u
= =

 
= =

 

H
m , 

то, дифференцируя уравнение (6) по переменной u в нуле, получим неоднородную систему дифферен-

циальных уравнений относительно m(t):  

 ( ) ( ) ( )1t t R t = +m m Q RΛ . (7) 

Вектор R = H(0, t), присутствующий в (7), есть вектор-строка стационарного распределения вероятно-

стей значений цепи Маркова k(t), удовлетворяющий системе уравнений  

,

1,

=

=

RQ 0

RE
 

где E – единичный вектор-столбец, 0 – нулевая вектор-строка. Умножая систему (7) на E, получим 

равенство  

( ) ( ) ( )1t R t = m E RΛE , 

из которого можем записать выражение 

( ) ( )1

t

t R x dx
−

=  m E RΛE . 

Заметим, что компоненты вектора m(t) являются частичными математическими ожиданиями числа собы-

тий, наступивших в суммарном d-потоке, m(t)E – полным математическим ожиданием; скаляр RΛE – 

интенсивностью входящего ММРР-потока.  
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Для реализации метода асимптотического анализа в уравнении (6) выполним замену  

 ( ) ( ) ( )2 1, , exp , , 
t

u t u t ju R x d t Tx
−

 
−=    





H H RΛE  (8) 

тогда для векторной характеристической функции H2(u, t) центрированного случайного процесса 

( ) ( )n t Mn t−  получим задачу Коши: 
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H R

 (9) 

где I – единичная матрица. Для решения этой задачи метод асимптотического анализа реализуем  

в предельном условии T → ∞. Введем следующие обозначения:   

( )2 2
2

1
, , , , ( , ) , ,u w t t T u t w

T
=  =   =  =  =  H F , 

с учетом которых задачу (9) перепишем в виде: 
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Выполняя предельный переход при ε → 0 и обозначая 
0

lim ( , , ) ( , )w w
→

  = F F , для векторной функ-

ции F(w, τ) получим систему уравнений  

 
( , ) 0,

( , ) .

w

w

 =


− =

F Q

F R
 (11) 

Решение F(w, τ) системы (11) можно записать в виде: F(w, τ) = Φ(w, τ)R, где Φ(w, τ) – скалярная функ-

ция. Решение F(w, τ, ε) задачи (10) запишем в виде разложения  

 ( )  ( )2
1( , , ) ( , )w w j w R T  =   +   + F R f O . (12) 

Подставляя (12) в (10) и производя разложение с точностью до порядка ε2, получим равенство  

( )  ( ) ( )2
1 1( ) ,j wR T j w R T+   −  +   = R Q Λ RΛE I f Q O  

из которого для вектора f с учетом свойств вектора R можем записать неоднородное уравнение 

( )=  −fQ R RΛE I Λ . 

Решение f этого уравнения можно записать в виде: 

 0 ,С= +f R f  (13) 

где C – произвольная константа, а f0 – частное решение неоднородного уравнения, удовлетворяющее 

некоторому дополнительному условию, например 0 0=f E . 

Далее уравнение из (10) умножим на E и представим ( , )R w T  в виде разложения  
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где Mi(τT) = R1(τT), Mi2(τT) = R2(τT), получим  
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Подставляя в (14) разложение (12), запишем  
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В это равенство подставим разложение (13) и, выполнив несложные преобразования, получим уравнение 
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Решение Φ(w, τ) уравнения (15) имеет вид: 
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Возвращаясь к переменным u и t, для скалярной функции H2(u, t)E получим аппроксимацию 
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В силу замены (8) аппроксимацию характеристической функции Mejun(T) числа событий суммар-

ного d-потока можно записать в виде: 
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т.е. в виде характеристической функции гауссовского распределения с параметрами 
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3. Характеристическая функция числа событий суммарного d-потока  

для модели с произвольным обслуживанием 

 

Для решения задачи нахождения характеристической функции числа событий суммарного d-по-

тока в модели с произвольным временем обслуживания методом марковского суммирования в первую 

очередь необходимо найти выражения для вероятностей r(i, t) и соответствующей характеристической 

функции R(u, t). В работе [19] получены выражения для этих функций в рамках задачи исследования 

числа событий затухающего суммарного d-потока в условиях простейшего входящего потока и произ-

вольного времени обслуживания в случае поступления заявок в систему на (–∞, T]. Так как тип входя-

щего потока не влияет на вид r(i, t) и R(u, t), то для задачи с входящим MMPP-потоком и произвольным 

обслуживанием можно записать полученное в [19] выражение в виде (18) для R(u, t): 
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Общий вид аппроксимации характеристической функции в данных условиях не будет отличаться 

от вида выражения (16), но, очевидно, параметры (17) теперь будут зависеть от R1(t) и R2(t), которые  

с учетом функции (18) будут определяться следующими выражениями:  
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4. Численные результаты 
 

С помощью системы Mathcad были реализованы численные эксперименты, в рамках которых 

при заданных значениях параметров модели было получено дискретное распределение вероятностей 

числа n(T) событий затухающего d-потока, сформированного на промежутке [0, ∞) заявками, посту-

пившими в систему на (−∞, T].  

Для модели с экспоненциальным временем обслуживания и модели с произвольным обслужива-

нием проведена численная реализация для входящего ММPP-потока заявок, который определяется сле-

дующими квадратными размерности K = 3 матрицами: 
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 

= −
 
 − 

Q , 

1 0 0

0 3 0

0 0 5

 
 

=
 
  

Λ , 

и для параметров T = 15 и µ = 0,5. В качестве произвольного распределения времени обслуживания 

рассмотрены гамма-распределение и распределение Вейбулла с такими параметрами формы α и мас-

штаба β, чтобы среднее время обслуживания для этих распределений совпадало со средним для экспо-

ненциального обслуживания. Для гамма-распределения α = 2, β = 1, для распределения Вейбулла α = 2, 

β = 2,257. На рис. 3–5 представлены дискретные распределения вероятностей P(n, T), аппроксимирую-

щие теоретическое распределение, для трех значений параметра γ, равных 0,5, 1,0 и 1,5 соответственно: 

PE(n, T) для экспоненциального распределения времени обслуживания, PG(n, T) – для гамма-распре-

деления, PW(n, T) – для распределения Вейбулла. 
 

 

Рис. 3. Распределение вероятностей P(n, T) при γ = 0,5 

Fig. 3. Probability distribution P(n, T) for γ = 0,5 

 

 

Рис. 4. Распределение вероятностей P(n, T) при γ = 1,0 

Fig. 4. Probability distribution P(n, T) for γ = 1,0 
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Рис. 5. Распределение вероятностей P(n, T) при γ = 1,5 

Fig. 5. Probability distribution P(n, T) for γ = 1,5 

Значения математических ожиданий Mn(T) и средних квадратическое отклонений σn(T) 

 PE(n, T) PG(n, T) PW(n, T) 

γ = 0,5 
Mn(t) = 51,557 

σn(T) = 16,727 

Mn(t) = 50,041 

σn(T) = 15,748 

Mn(t) = 49,353 

σn(T) = 15,306 

γ = 1,0 
Mn(t) = 103,115 

σn(T) = 31,876 

Mn(t) = 100,082 

σn(T) = 29,865 

Mn(t) = 98,707 

σn(T) = 28,955 

γ = 1,5 
Mn(t) = 154,672 

σn(T) = 46,998  

Mn(t) = 150,123 

σn(T) = 43,952 

Mn(t) = 148,06 

σn(T) = 42,572 
 

В таблице представлены значения математических ожиданий и средних квадратических отклоне-

ний числа n(T) событий суммарного d-потока при заданных выше значениях параметров для различных 

распределений времени обслуживания и различных значений интенсивностей локального d-потока.  

По приведенным в таблице данным наблюдается тенденция к увеличению числовых характеристик для 

всех распределений с увеличением интенсивности локального d-потока. Несмотря существенное раз-

личие в распределениях времени обслуживания, наблюдается незначительная разница в значениях чис-

ловых характеристик с относительной погрешностью в пределах 2–6% для одного значения γ; причем 

пределы погрешностей сохраняются и для других значений интенсивности γ.   
 

Заключение 
 

В данной работе рассмотрена модель массового обслуживания, в рамках которой исследуется 

поток дополнительных событий. Найдено выражение аппроксимации в предельном условии T → ∞ 

характеристической функции числа событий затухающего d-потока от заявок, поступивших на проме-

жутке (–∞, T], T > 0. Проведены численные эксперименты, получены кривые дискретных распределе-

ний для различных значений параметров модели. Результаты исследований, например, в случае финан-

совой или информационной нагрузки событий в дополнительных потоках, могут быть полезны для 

оптимизации и управления экономической деятельностью предприятий с учетом временны́х проме-

жутков поступления клиентов в компанию и генерации событий дополнительных потоков.  
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Аннотация. Предлагается способ определения пороговой границы обнаружения для цифровых водяных 

знаков, использующих оценку уровня корреляции на этапе обнаружения. Задача обнаружения цифрового во-

дяного знака рассматривается как задача бинарной классификации изображений, что позволяет использовать 

метрики качества бинарных классификаторов, в частности F-меру. В этом случае оптимальное пороговое зна-

чение уровня корреляции, которое балансирует ошибки обнаружения разного рода, соответствует максималь-

ному значению F-меры. Значения F-меры вычисляются на заданном наборе тестовых изображений и заданном 

наборе операций, моделирующих воздействия на изображения в процессе передачи или вследствие действий 

злоумышленника, направленных на удаление водяного знака. Предлагаются способы уменьшения объема вы-

числений при поиске максимума F-меры. Производится сравнение предложенного подхода к выбору порого-

вого значения со статистическим методом. 
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Abstract. The approach for selecting the detection threshold for correlation based digital image watermarks is pro-

posed. The watermark detection process is treated as a binary classification problem, enabling the use of the F-score  

as a quality metric. Within this framework, the optimal detection threshold corresponds to the maximum F-score value. 

The F-score is computed over a set of test images and a predefined set of operations that simulate distortions introduced 

during transmission or watermark removal attacks. Methods for improving the computational efficiency of F-score maxi-

mization are proposed. The proposed approach to choosing a threshold value is compared with the statistical method. 

Keywords: digital watermark; F-score; detection threshold; content protection. 

 

 

ВЕСТНИК ТОМСКОГО ГОСУДАРСТВЕННОГО УНИВЕРСИТЕТА 

2025               Управление, вычислительная техника и информатика               № 72 

Tomsk State University Journal of Control and Computer Science 



Обработка информации / Data processing 

62 

For citation: Anzhin, V.A., Trenkaev, V.N. (2025) Detection threshold selection for correlation based digital image 

watermarks through F-score optimization. Vestnik Tomskogo gosudarstvennogo universiteta. Upravlenie, vychislit-

elnaja tehnika i informatika – Tomsk State University Journal of Control and Computer Science. 72. pp. 61–70. doi: 

10.17223/19988605/72/6 
 

 

Введение 
 

Цифровой водяной знак (ЦВЗ) представляет собой информацию, скрыто встроенную в цифровые 

данные (контейнер) с целью выявления нелегального распространения защищаемой информации. ЦВЗ 

применяется для защиты авторских прав и предотвращения несанкционированного копирования. Кон-

тейнер с водяным знаком может подвергаться различным воздействиям, приводящим к его искажению 

и затрудняющим процесс обнаружения ЦВЗ. Сами воздействия обусловлены как естественными при-

чинами, например процедурами обработки данных при передаче или потерями в канале связи, так  

и преднамеренными действиями злоумышленника, направленными на удаление или изменение ЦВЗ. 

Далее в качестве контейнера рассматривается цифровое изображение. 

Существует большое количество алгоритмов встраивания и обнаружения ЦВЗ [1–3]. При этом 

для цифровых изображений известно несколько основных способов внедрения водяных знаков: на уровне 

пикселей изображения [4]; после дискретного косинусного преобразования (ДКП) изображения [5–7]; 

после вейвлет-преобразования изображения [8]. Для большинства алгоритмов в качестве ЦВЗ исполь-

зуются случайные данные, например белый гауссовский шум [9]. Обнаружение осуществляется путем 

оценки уровня корреляции между проверяемым ЦВЗ и контейнером, предположительно его содержа-

щим. Если уровень корреляции превышает выбранное значение, называемое пороговым значением  

обнаружения, то делается вывод, что в контейнер встроен ЦВЗ. Уровень корреляции оценивается  

с использованием различных подходов, но основными являются линейная и нормализованная корре-

ляции, а также коэффициент корреляции [4].  

Выбор порогового значения обнаружения существенно влияет на результат работы алгоритма 

обнаружения. Слишком низкое пороговое значение может приводить к большому числу ложных обна-

ружений водяного знака, т.е. к фиксации наличия водяного знака в изображениях, которые его в дей-

ствительности не содержат. Слишком высокое пороговое значение может приводить к большому числу 

пропусков водяного знака. Известно [10], что воздействие злоумышленника на контейнер почти не 

влияет на вероятность ложного обнаружения ЦВЗ, но может приводить к увеличению пропусков ЦВЗ. 

Для алгоритмов встраивания на базе ДКП или вейвлет-преобразований в работах [11–12] и [13] соот-

ветственно используется статистический метод определения порогового значения, в рамках которого 

фиксируется допустимый уровень ошибок обнаружения, с учетом которого рассчитывается пороговая 

граница обнаружения. Действия злоумышленника могут иметь разнообразный характер, что затруд-

няет их формализованное описание и включение в статистическую модель. В результате возможна си-

туация, в которой выбранная в качестве допустимой вероятность ошибки пропуска обнаружения дает 

пороговое значение, которое показывает целевые результаты при обнаружении ЦВЗ при отсутствии 

воздействия злоумышленника на контейнер, но приводит к значительному числу пропусков обнаруже-

ния при наличии такого воздействия. Стоит отметить, что статистические методы выбора порогового 

значения обнаружения привязаны к конкретным алгоритмам встраивания и обнаружения, а также ста-

тистическим параметрам встраиваемого ЦВЗ. 

В данной работе задача обнаружения ЦВЗ рассмотрена как задача бинарной классификации 

изображений, в которой проверяемое изображение классифицируется как содержащее или не содержа-

щее ЦВЗ. Это позволяет использовать метрики качества бинарных классификаторов [14], в частности 

F-меру, для оценки качества обнаружения ЦВЗ при различных пороговых значениях. В этом случае 

оптимальное пороговое значение, которое балансирует ошибки обнаружения, соответствует макси-

мальному значению F-меры. Значения F-меры могут быть вычислены на заданном наборе тестовых 

изображений и заданном наборе воздействий на контейнер (группы фильтров), в том числе направлен-

ных на удаление ЦВЗ. Предложенный поход апробирован на двух алгоритмах: 1) E_BLIND/D_СС – 

алгоритм, в котором ЦВЗ встраивается на уровне пикселей изображения аналогично алгоритму 
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E_BLIND/D_LC [4], но при обнаружении используется коэффициент корреляции; 2) ДКП-ЦВЗ – алго-

ритм из [5], в котором операции встраивания и обнаружения выполняются над коэффициентами,  

полученными после ДКП изображения. 

В работе исследуются способы уменьшения объема вычислений при поиске максимума F-меры, 

в частности на основе различных методов оптимизации унимодальных функций. Проводится вычис-

лительный эксперимент, направленный на выявление минимального количества тестовых изображе-

ний, на котором возможно вычислять пороговое значения обнаружения ЦВЗ без потери качества.  

Производится сравнение предложенного подхода к выбору порогового значения со статистическим 

методом из [6]. 

Программные реализации используемых алгоритмов внедрения и обнаружения ЦВЗ, выполнен-

ные на языке C++, а также Python-скрипты проведения вычислительных экспериментов и полученные 

результаты доступны по ссылке [15]. 

 

1. Метод определения порогового значения обнаружения ЦВЗ на основе F-меры 

 

Далее рассматриваются методы обнаружения цифровых водяных знаков, основанные на оценке 

корреляции между заданным ЦВЗ и проверяемым изображением. В случае если значение корреляции 

больше, чем заданное пороговое значение θ (пороговое значение обнаружения ЦВЗ), считается, что  

в контейнере присутствует ЦВЗ, что может быть неверно. В данной работе используются линейная 

корреляция и коэффициент корреляции, рассчитываемые по формулам из [4]: 
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Формулы (1), (3) и (5) описывают вычисление линейной корреляции, нормализованной корреля-

ции и коэффициента корреляции между двумя последовательностями a и b, содержащими N элементов. 

Для вычисления линейной корреляции Zlc по формуле (1) производится покомпонентное перемноже-

ние соответствующих элементов последовательностей a и b с последующим суммированием результатов 

и делением на число элементов N. Формула (2), в которой |smax| обозначает максимальное абсолютное 

значение среди элементов последовательности s, описывает процедуру нормализации последователь-

ности путем деления каждого ее элемента на максимальное абсолютное значение в ней. При расчете 

нормализованной корреляции Znc по формуле (3) выполняются покомпонентное перемножение и сум-

мирование элементов нормализованных последовательностей. Формула (4), где s̄ обозначает среднее 

значение элементов последовательности s, описывает процедуру вычисления отклонений элементов 

последовательности s от среднего s̄. Коэффициент корреляции Zcc между последовательностями a и b 

в формуле (5) вычисляется как нормализованная корреляция Znc, рассчитанная для последовательно-

стей a̿ и b̿, элементы которых представляют собой отклонения исходных значений соответствующих 

последовательностей от среднего. 

Задача обнаружения ЦВЗ может быть рассмотрена как задача бинарной классификации изобра-

жений, что позволяет использовать F-меру для оценки качества алгоритма обнаружения ЦВЗ. Напом-

ним, что существует разные метрики качества классификатора: точность, полнота, арифметическое 

среднее, геометрическое среднее. F-мера представляет собой гармоническое среднее между точностью 

и полнотой, что дает возможность сбалансированно оценить качество алгоритма. 
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Значение F-меры вычисляется по формуле из [14]: 

 
2

-мера  
2

TP
F

TP FP FN
=

+ +
. (6) 

В формуле (6) используются следующие обозначения: TP – количество изображений с ЦВЗ, в которых 

водяной знак обнаружен; FP – количество изображений без ЦВЗ, в которых водяной знак ошибочно 

обнаружен; FN – количество изображений с ЦВЗ, в которых водяной знак не обнаружен. 

Опишем способ вычисления F-меры в зависимости от порогового значения θ. 

Для каждого изображения I из базы изображений B выполняются следующие шаги: 

Шаг 1. Генерация и внедрение случайного ЦВЗ в изображение I. Результатом этого шага явля-

ется изображение с водяным знаком Iw. 

Шаг 2. Воздействие операций из набора D на изображения I и Iw. В результате получается два 

набора изображений:  

Filtr(Iw) – результаты преобразований изображения Iw с водяным знаком; 

Filtr(I) – результаты преобразований изображения I без водяного знака. 

Шаг 3. Вычисление уровня корреляции между ЦВЗ и изображениями I, Iw и наборами изобра-

жений Filtr(Iw) и Filtr(I). 

Шаг 4. Обнаружение ЦВЗ методом оценки уровня корреляции при фиксированном пороговом 

значении θ. 

Шаг 5. Вычисление F-меры оцениваемого порогового значения θ по формуле (6). 

Отметим, что шаги с 1-го по 3-й зависят от алгоритма внедрения ЦВЗ и наборов изображений B 

и воздействий D, но не зависят от порогового значения θ, выполняются один раз и являются предвари-

тельными вычислениями. Шаги 4 и 5 позволяют построить зависимость F-меры от порогового значе-

ния θ. 

Максимальное значение F-меры может быть найдено методом последовательного перебора по-

роговых значений из некоторого интервала. В качестве границ интервала можно использовать мини-

мальное и максимальное значения корреляций, которые получены по результатам шага 3. 

В рамках проводимых далее экспериментов зависимость F-меры от порогового значения θ стро-

ится для базы данных Flickr8K [16], включающей 8 091 изображение. В рамках эксперимента в каче-

стве фильтров использовались инструменты FFmpeg [17]: 

1) 2D ДКП-фильтр с использованием dctdnoiz с коэффициентом sigma 5; 

2) 2D ДКП-фильтр с использованием dctdnoiz с коэффициентом sigma 10; 

3) размытие с помощью фильтра unsharp с параметрами: 3:3:–0,25:3:3:–0,25; 

4) увеличение резкости с помощью фильтра unsharp с параметрами: 3:3:0,25:3:3:0,25; 

5) перекодирование JPEG с уровнем квантования 1; 

6) перекодирование JPEG с уровнем квантования 25. 

Данный набор фильтров содержит воздействия размытием и увеличением резкости, вносящие 

искажения, которые можно субъективно охарактеризовать как средние, а также ДКП-фильтрацию  

и JPEG-перекодирование с парой коэффициентов, первый из которых вносит несущественные искаже-

ния, а второй – существенные. Рассмотренный набор операций моделирует воздействия злоумышлен-

ника и искажения, возникающие при передаче изображений.   

На рис. 1 представлены результаты вычисления функции F-меры для алгоритмов 

E_BLIND/D_CC (см. рис. 1, a, c, e) и для алгоритмов ДКП-ЦВЗ (см. рис. 1, b, d, f) с использованием 

трех коэффициентов силы встраивания. Коэффициенты силы встраивания, обозначаемые α, выбраны 

таким образом, чтобы полученные после встраивания результаты субъективно характеризовались 

как незаметные (см. рис. 1, a, b), ограниченно заметные (см. рис. 1, c, d) и существенно заметные 

искажения (см. рис. 1, e, f). По оси абсцисс отложены пороговые значения, а по оси ординат – значе-

ния F-меры в диапазоне от 0 до 1. Красными точками отмечены обнаруженные максимумы функции 

F-меры. 
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a b 

  
c d 

  
e f 

Рис. 1. График зависимости оценки F-меры от порогового значения обнаружения θ 

Fig. 1. Graph of the F-measure on the detection threshold value θ 

 

Из полученных в ходе эксперимента результатов видно, что для всех рассмотренных алгоритмов 

и коэффициентов силы встраивания функция F-меры, рассчитанная по предложенному алгоритму, 

имеет единственный максимум, т.е. является унимодальной. 
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2. Способы ускорения вычисления оптимального порогового значения 

 

2.1. Сокращение количества используемых в эксперименте изображений 

 

В предложенном методе определения порогового значения наиболее трудоемкими являются 

шаги с 1-го по 3-й (внедрение ЦВЗ, фильтрация, вычисление корреляции), повторяющиеся для каждого 

изображения из тестового набора. В связи с этим представляет интерес нахождение подмножества те-

стового набора, на котором сохраняются полученные на всем наборе оптимальные значения искомых 

параметров.  

Для выявления такого сокращенного тестового набора для алгоритмов E_BLIND/D_CC и ДКП-

ЦВЗ проведена экспериментальная оценка нижней границы количества изображений, позволяющая 

сохранять качество полученных результатов нахождения оптимального порогового значения. Для этих 

целей проведен вычислительный эксперимент, заключающийся в поиске порогового значения с ис-

пользованием наборов изображений разной мощности из базы Flickr8K. В рамках эксперимента были 

рассчитаны отклонения F-меры и порогового значения, полученных на сокращенных наборах изобра-

жений, от таковых, полученных на полном наборе из 8 091 изображения. 

Результаты вычислительного эксперимента представлены на рис 2. Рисунок 2, a характеризует 

зависимость отклонения максимума F-меры, вычисленной на базе сокращенного набора тестовых 

изображений, относительно эталонного значения максимума F-меры, вычисленного с использованием 

полного набора тестовых изображений. По оси абсцисс отложено количество тестовых изображений, 

а по оси ординат – модуль разности между эталонным значением и значением максимума F-меры, вы-

численной на базе заданного количества тестовых изображений. Аналогично рис. 2, b характеризует 

отклонения оптимального порогового значения, найденного с использованием сокращенного набора 

тестовых изображений, относительно оптимального порогового значения, полученного на базе пол-

ного набора тестовых изображений. 
 

  
a b 

Рис. 2. Отклонения найденного максимума F-меры (a) и оптимального порогового значения обнаружения (b)  

в зависимости от количества используемых в эксперименте изображений 

Fig. 2. Deviations of the found maximum F-measure value (a) and the detection threshold value (b)  

depending on the number of images 
 

Из графиков на рис. 2 видно, что существенные отклонения порядка 0,08 и более максимума  

F-меры от эталонного значения начинают появляться при количестве изображений, меньшем чем 75. 

Для порогового значения обнаружения 50 изображений приводят к отклонению порядка 0,15, а при 

использовании 175 и более изображений пороговое значение обнаружения колеблется в окрестности 

эталонного значения. 

Таким образом, экспериментально показано, что можно существенно ускорить процесс нахожде-

ния порогового значения обнаружения, используя малое количество тестовых изображений (в рассмот-
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ренном случае 175 вместо 8 091), но принимая во внимание, что полученное пороговое значение будет 

близким к оптимальному. 

 

2.2. Использование методов оптимизации унимодальных функций 

 

Если F-мера как функция от порогового значения имеет один локальный максимум, то для 

нахождения ее максимума можно использовать методы одномерной оптимизации унимодальных 

функций, в частности метод золотого сечения [18] и метод Брента [19]. В работе для алгоритмов 

E_BLIND/D_CC и ДКП-ЦВЗ для разных коэффициентов силы встраивания ЦВЗ проведено эксперимен-

тальное сравнение данных методов оптимизации при использовании их для нахождения максимума  

F-меры. Коэффициенты силы встраивания выбраны таким образом, чтобы полученные после встраива-

ния результаты субъективно характеризовались как незаметные, ограниченно заметные и существенно 

заметные искажения. В табл. 1 представлены количества вычислений F-меры при поиске максимума. 

Т а б л и ц а  1  

Количество вычислений F(x) в ходе оптимизации 

Метод встраивания ЦВЗ Золотое сечение Метод Брента 

E_BLIND/D_CC, α=0,059 46 33 

E_BLIND/D_CC, α=0,1 43 20 

E_BLIND/D_CC, α=0,19 43 24 

ДКП-ЦВЗ, α=0,039 45 34 

ДКП-ЦВЗ, α=0,086 46 26 

ДКП-ЦВЗ, α=0,156 41 12 
 

Из полученных результатов видно, что для рассматриваемых в ходе эксперимента методов внедре-

ния и обнаружения ЦВЗ и наборов коэффициентов силы встраивания метод Брента позволяет найти опти-

мальный порог обнаружения с использованием наименьшего количества вычислений функции F-меры. 

 

3. Сравнение со статистическим методом выбора порогового значения обнаружения 

 

Существуют работы, в которых пороговое значение обнаружения выбирается на основе стати-

стической модели, в рамках которой корреляция между проверяемым контейнером и ЦВЗ рассматри-

вается как случайная величина. В случае отсутствия ЦВЗ в контейнере значение корреляции имеет 

распределение, близкое к нормальному с нулевым средним. При наличии ЦВЗ корреляция подчиняется 

иному распределению, характеризующемуся смещением среднего в сторону положительных значений. 

Пороговое значение выбирается на основе анализа этих распределений. 

В работе [6] представлен алгоритм встраивания ЦВЗ на базе ДКП, использующий при обнару-

жении линейную корреляцию. Пороговые значения обнаружения ЦВЗ вычисляются по изображению, 

в котором осуществляется проверка наличия ЦВЗ. Для этого алгоритма в рамках анализа статистиче-

ской модели построены следующие формулы выбора порогового значения обнаружения: 

 
*

1

α

2

M

i

i

T t
M =
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В формулах (7) и (8) ti
* – это i-й ДКП-коэффициент проверяемого на наличие ЦВЗ изображения,  

M – количество коэффициентов, используемых для встраивания, α – коэффициент силы встраивания. 

В данной работе проведено сравнение предложенного метода определения порогового значения 

обнаружения ЦВЗ на основе F-меры со статистическим методом из [6]. Опишем методику проведен-

ного эксперимента. Вначале на базе сокращенного тестового набора изображений Flickr8K и набора 

фильтров FFmpeg по предложенной методике на основе F-меры вычисляется пороговое значение об-

наружения, равное 59,36093. Используется коэффициент силы встраивания α = 0,796. В этом случае 
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ЦВЗ не вызывает ярко выраженных искажений и сохраняется после фильтрации. Далее проводится 

вычислительный эксперимент по оценке полученных пороговых значений. В каждое изображение из 

набора Flickr30K [20], который содержит 31 783 изображения, внедряется случайный ЦВЗ. Потом по-

лученные изображения перекодируются с использованием кодека WebP [21], что моделирует воздей-

ствие злоумышленника. По формулам (7) и (8) для каждого из проверяемых изображений вычисляется 

пороговое значение обнаружения. Затем вычисляется количество успешных обнаружений и пропусков 

обнаружений ЦВЗ до и после перекодирования, а также количество ложных обнаружений ЦВЗ в изоб-

ражениях, его не содержащих. 

Результаты сравнения представлены в табл. 2. Первая строка таблицы содержит результаты экс-

перимента, в котором пороговое значение получено на основе предлагаемого метода, вторая и третья 

строки – пороговые значения, вычисленные по формулам (7) и (8) соответственно. 

Т а б л и ц а  2  

Количество успешных обнаружений и пропусков обнаружений ЦВЗ 

Алгоритм выбора порогового зна-

чения обнаружения 

Количество  

успешных  

обнаружений 

Количество  

пропусков  

обнаружений 

Количество успеш-

ных обнаружений 

после фильтрации 

Количество пропус-

ков обнаружений  

после фильтрации 

Количество 

ложных  

обнаружений 

Предлагаемый алгоритм 31778 5 30881 902 3 

Статистический метод, формула (7) 31782 1 1130 30653 0 

Статистический метод, формула (8) 31783 0 24018 7765 0 
 

Все три оцениваемых варианта выбора пороговой границы обнаружения показывают практиче-

ски одинаковые результаты на изображениях без фильтрации. Использование порогового значения, 

рассчитанного по формуле (7), приводит к большому количеству пропусков обнаружения (30 653 про-

пуска на 31 783 изображениях) после перекодирования с использованием кодека WebP. Пороговое зна-

чение, полученное по формуле (8), дает лучшую устойчивость ЦВЗ к фильтрации через перекодирова-

ние кодеком WebP, тем не менее приводит к значительному количеству пропусков (7 765 пропусков 

на 31 783 изображениях, 24%). Предложенный метод выбора порогового значения позволяет добиться 

минимального количества пропусков после фильтрации (902 пропуска на 31 783 изображениях, 3%), 

что сопровождается небольшим числом (3) ложных обнаружений ЦВЗ. 

Таким образом, экспериментально показано, что предложенный метод выбора порогового значе-

ния обнаружения ЦВЗ по сравнению со статистическим методом позволяет сохранить высокий уро-

вень успешных обнаружений после воздействия злоумышленника, демонстрируя сбалансированное 

соотношение между пропущенными и ложными обнаружениями. 

 

Заключение 
 

В работе рассматривается задача выбора величины пороговой границы обнаружения для алго-

ритмов обнаружения ЦВЗ, опирающихся на использование корреляции между ЦВЗ и контейнером. 

Неверный выбор порогового значения уровня корреляции может приводить либо к большому числу 

ложных обнаружений ЦВЗ, либо к большому числу пропусков ЦВЗ. В работе оптимальное пороговое 

значение обнаружения предлагается определять, используя метрики качества бинарных классифика-

торов, в частности F-меру. Оценка F-меры рассчитывается в ходе вычислительного эксперимента  

с набором тестовых изображений. Вычисление F-меры включает встраивание ЦВЗ в изображения из 

тестового набора, фильтрацию изображений, вычисление корреляции. Далее для разных значений по-

роговой границы вычисляется F-мера. Оптимальное значение уровня корреляции, которое балансирует 

ошибки обнаружения ЦВЗ, соответствует максимальному значению F-меры. Предложенный поход 

определения порогового значения обнаружения ЦВЗ апробирован на двух известных из литературы 

алгоритмах внедрения и обнаружения ЦВЗ для разных коэффициентов силы встраивания.  

Экспериментально показано, что можно существенно ускорить процесс нахождения порогового 

значения обнаружения ЦВЗ предложенным методом, сокращая базу тестовых изображений без потери 

качества полученного решения. Для представленных в работе алгоритмов внедрения и обнаружения 
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ЦВЗ получено сокращение до 175 вместо исходных 8 091 изображения. Произведена оценка количе-

ства вычислений F-меры, требуемых для поиска максимума с использованием методов оптимизации 

унимодальных функций. Показано, что метод Брента позволяет найти оптимальный порог обнаруже-

ния с использованием наименьшего количества вычислений функции F-меры. 

Проведено сравнение предложенного метода со статистическим подходом к получению пороговой 

границы обнаружения. Результаты сравнения показали, что пороговое значение, выбранное с исполь-

зованием статистической оценки, приводит к значительному числу пропусков обнаружений в случае 

воздействия злоумышленника на изображения с ЦВЗ. Использование порогового значения, определен-

ного на основе максимизации оценки F-меры, позволяет существенно снизить количество пропусков 

обнаружений, что сопровождается небольшим числом ложных обнаружений ЦВЗ. 
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Аннотация. Обнаружение регионов низкой сложности (Low Complexity Regions, LCR) в геномных после-

довательностях представляет важную задачу для множества биоинформационных инструментов, включая вы-

равнивание последовательностей, дизайн зондов и обнаружение вариантов. В настоящей работе представлен 

DUSTSCAN – инструмент и модификация алгоритма DUST (оценка распределения частот уникальных трипле-

тов в последовательности) для идентификации LCR с применением параллельных вычислений для значитель-

ного ускорения расчетов. Проводится сравнительный анализ DUSTSCAN с другими версиями алгоритма 

DUST. Результаты показывают значительный прирост в скорости обнаружения регионов низкой сложности. 

Ключевые слова: алгоритм; параллельные вычисления; регионы низкой сложности. 
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Abstract. Detection of Low Complexity Regions (LCR) in genomic sequences is a crucial task for numerous bio-

informatics tools, including sequences alignment, probes design, variants calling. This study introduces DUSTSCAN 

as a modification of the DUST algorithm (score estimation of frequencies distributiion of unique triplets in a sequence) 

for identifying Low Complexity Regions, utilizing parallel computing to significantly accelerate calculations. This 

research presents a comparative analysis of DUSTSCAN with other versions of the DUST algorithm. The results 

demonstrate a significant improvement in detection speed, making the new approach particularly valuable for large-

scale genomic data processing tasks. The developed tool can be effectively applied in various bioinformatics pipelines, 

enhancing the performance of tasks that require LCR identification in genomic sequences. 

Keywords: algorithm; parallel computing; low complexity regions. 
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Введение 

 

Геномные последовательности содержат регионы с различной степенью сложности и вариабель-

ности [1]. Регионы низкой сложности (Low Complexity Regions, LCR) – участки геномных последователь-

ностей с повторяющимися или смещенными нуклеотидными композициями – представляют особый 

интерес и вызов для множества биоинформационных методов [2–4]. Эти регионы могут значительно 

затруднять работу алгоритмов выравнивания последовательностей [5], влиять на обнаружение струк-

турных и точечных вариантов [6–8], ухудшать качество сборки геномов и транскриптомов, а также 

снижать специфичность зондов для ДНК-гибридизации [9–11]. 

Для идентификации регионов низкой сложности в геномных последовательностях существует 

несколько различных подходов. Классический алгоритм DUST, основанный на анализе частот k-меров, 

изначально разработан для анализа белковых последовательностей, но затем был адаптирован и для 

анализа нуклеотидных последовательностей [12]. Позднее A. Morgulis и соавт. представили симмет-

ричную реализацию алгоритма, известную как SDUST, которая эффективнее с вычислительной точки 

зрения [2]. 

Для выявления участков низкой сложности в геномных последовательностях могут использо-

ваться два взаимодополняющих алгоритма: классический DUST и его симметричная модификация 

SDUST [2]. 

Алгоритм DUST основан на анализе распределения триплетов (k-меров размера 3) нуклеотидов 

в скользящих окнах фиксированной длины. Для окна w значение сложности определяется как 
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где ci – частота i-го триплета в рассматриваемом окне (например, разные триплеты AAA и AAT). 

Несмотря на широкое применение, оригинальный алгоритм DUST (1) обладает существенными 

недостатками аcсимметричности относительно обратной последовательности генома и контекстной  

зависимостью, что означает, что результат маскирования подпоследовательности может зависеть от ее 

окружения. 

Для преодоления ограничений классического подхода был разработан алгоритм SDUST 

(Symmetric DUST), обладающий улучшенными характеристиками при сохранении базового принципа 

оценки комплексности. 

Для подпоследовательности длиной w оценка сложности определяется как 
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где sym

ic  – частота вхождений симметричного триплета (учитывается как прямая, так и обратно-ком-

плементарная форма записи; например, AAT и его обратно-комплементарная форма ATT). 
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Алгоритм SDUST (2) превосходит оригинальный DUST по качеству маскирования [2]. 

Значения алгоритма DUST лишь демонстрируют оценку сложности некой последовательности  

и затем могут быть использованы для выделения низко-сложных участков в геномной последователь-

ности. Для выделения непосредственно самих регионов низкой сложности с начальными и конечными 

координатами используется пороговое значение. Удовлетворяющие пороговому значению оценки об-

разуют LCR, координаты которого рассчитываются, исходя из относительных позиций в геномной по-

следовательности. 

Помимо подходов, основанных на частотах k-меров, существуют методы идентификации LCR 

на основе энтропии Шеннона [3, 13], лингвистической сложности [4], и другие специализированные 

алгоритмы. Например, программа RepeatMasker использует подход, основанный на выравнивании для 

маскирования повторяющихся элементов [14], а fastqc и fastp включают инструменты для оценки чрез-

мерной представленности k-меров в данных секвенирования [15, 16]. 

С ростом объемов геномных данных, особенно с появлением технологий высокопроизводитель-

ного секвенирования, возникает необходимость в эффективных алгоритмах для анализа LCR в боль-

ших датасетах. Графические процессоры (GPU) предоставляют возможность значительного ускорения 

вычислений благодаря массивному параллелизму [17–21]. Вычисления общего назначения на графи-

ческих процессорах (GPGPU) успешно применяются в различных биоинформационных задачах, таких 

как выравнивание последовательностей, поиск сходства, предсказание структуры белков, анализ тран-

скриптомов [20]. 

Однако многие существующие инструменты на основании имеющихся модификаций алгоритма 

DUST все еще требуют значительного времени для обработки длинных геномных последовательно-

стей, что особенно заметно при обработке больших геномных последовательностей. 

 

1. Постановка задачи 

 

В данной работе предлагается модификация DUSTSCAN, которая включает в себя ускорение 

обнаружения регионов низкой сложности за счет распараллеливания вычислений. 

Основная идея алгоритма заключается в параллельной обработке множества регионов исходной 

геномной последовательности с применением скользящих окон для анализа частот триплетов и допол-

нительной пост-обработки для объединения результатов и выявления начальных и конечных позиций 

регионов. В отличие от классических реализаций алгоритма DUST, которые оптимизированы для после-

довательной обработки, DUSTSCAN использует массивный параллелизм для одновременной обработки 

множества окон и определения координат границ регионов. Каждая позиция в геномной последова-

тельности является потенциальной начальной точкой для скользящего окна. Каждая исходная после-

довательность разбивается на регионы, для каждого из которых параллельно вычисляется DUST(w).  

За счет задания фиксированного порогового значения выделяются позиции-кандидаты для формирова-

ния регионов низкой сложности, которые на этапе пост-обработки фильтруются с помощью порогового 

значения и объединяются во множество начальных и конечных координат соответствующих регионов 

в рамках координат исходных геномных последовательностей (рис. 1). 

Для исходной последовательности G производится разбиение на k перекрывающихся фрагмен-

тов Ci размером M: 

  : ( 1) 1 , при 0,1,..., 1iC G i M i M W i k=  +  + − = − , (3) 

где W – размер окна анализа. 

Для каждого чанка Ci параллельно вычисляется множество локальных регионов local

iR  с исполь-

зованием DUST: 

 ( ) , , : ( )local local local local

i j j j j iR r s e score DUST w= =   , (4) 

где 
local

js  и 
local

je  – локальные координаты начала и конца j-го региона в чанке Ci, а θ – пороговое значе-

ние оценки. 
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Глобальные координаты регионов определяются через преобразование 

 ( ) ( ) , , : , ,global local local local local local

i j j j j j j iR s i M e i M score s e score R= +  +     (5) 

 

 

Рис. 1. Концептуальная схема параллельной обработки в DUSTSCAN (R1, R2 – обнаруженные регионы) 

Fig. 1. Conceptual scheme of parallel processing in DUSTSCAN (R1, R2 – detected regions) 
 

Финальное множество регионов формируется объединением и последующим слиянием перекры-

вающихся участков: 

 
1

0

( , )
k

global

final i merge

i

R merge R d
−

=

= ,  (6) 

где merged  – максимальное расстояние для слияния соседних регионов. 

Данный подход обеспечивает масштабируемость вычислений и позволяет эффективно исполь-

зовать как многоядерные CPU, так и массивно-параллельные GPU-архитектуры. 

 

2. Параметры тестовой среды 

 

Проведена оценка скорости выполнения инструмента dustscan с существующими инструмен-

тами sdust и dustmasker. В качестве тестовых данных использовался геном человека GRCh38 

(GCF_000001405.40_GRC_h38.p14) размером ~ 3,2 Гб. 

Тестирование производительности проводилось на двух серверах: 

e5: 2 × Intel Xeon CPU E5-2680 v4 @ 2.40GHz @ 2.40GHz (всего 28 ядер, 56 потоков); 188 Гб 

DDR4 оперативной памяти; GPU NVIDIA A4000 16 Гб; ОС Ubuntu 24.04 LTS; CUDA: 12.8. 

gold: 2 × Intel Xeon Gold 6252 CPU @ 2.10GHz (всего 48 ядер, 96 потоков); 256 Гб DDR4 опера-

тивной памяти; ОС Ubuntu 24.04 LTS. 

Для оценки близости результатов определения регионов низкой сложности используется коэф-

фициент сходства Жаккара. Он определяет меру сходства между двумя множествами A и B как отно-

шение мощности их пересечения к мощности объединения: 

 ( , )
A B

J A B
A B

= . (7) 

Значение  ( , ) 0,1J A B  , где 0 соответствует полному различию множеств, а 1 – их полному сов-

падению. 
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3. Результаты 

 

Проведен сравнительный анализ производительности dustscan, sdust и dustmasker. Каждый тест 

выполнен 20 раз, и рассчитаны медианные значения времени выполнения и стандартное отклонение. 

Результаты измерений представлены в таблице. 

Время выполнения и параметры запуска для различных инструментов 

Название Инструмент Время, мс Конфигурация 

SDUST sdust 321 318 (± 664) -w 64 -t 1 

DustMasker dustmasker 281 780 (± 3 784) -w 64 -level 1 

gpu-w64 dustscan 131 935 (± 85) -w 64 -t 0,1 (без -O3) 

gpu-o3-w64 dustscan 63 613 (± 432) -w 64 -t 0,1 

gpu-o3-w24 dustscan 32 909 (± 435) -w 24 -t 0,1 

e5-56-w64 dustscan 63 816 (± 878) -w 64 -t 0,1 -c 56 

e5-16-w64 dustscan 119 773 (± 9 504) -w 64 -t 0,1 -c 16 

e5-8-w64 dustscan 189 179 (± 3 385) -w 64 -t 0,1 -c 8 

e5-4-w64 dustscan 343 007 (± 3 366) -w 64 -t 0,1 -c 4 

e5-1-w64 dustscan 1 128 039 (± 14 927) -w 64 -t 0,1 -c 1 

gold-96-w64 dustscan 33 004 (± 543) -w 64 -t 0,1 -c 96 

gold-56-w64 dustscan 51 263 (± 645) -w 64 -t 0,1 -c 56 

gold-16-w64 dustscan 75 352 (± 1 059) -w 64 -t 0,1 -c 16 

gold-8-w64 dustscan 132 567 (± 1 754) -w 64 -t 0,1 -c 8 

gold-4-w64 dustscan 234 493 (± 3 103) -w 64 -t 0,1 -c 4 

gold-1-w64 dustscan 838 646 (± 11 098) -w 64 -t 0,1 -c 1 

e5-56-w24 dustscan 47 437 (± 716) -w 24 -t 0,1 -c 56 

e5-16-w24 dustscan 70 878 (± 994) -w 24 -t 0,1 -c 16 

e5-8-w24 dustscan 101 233 (± 1 404) -w 24 -t 0,1 -c 8 

 

Как видно из таблицы, наилучшие результаты продемонстрированы gpu-o3-w24 и gold-96-w24, 

что показывает ускорение в ~ 9,8 раз по сравнению с реализацией sdust и в ~ 8,6 раз по сравнению  

с dustmasker. Интересно, что CPU-режим dustscan с использованием 96 потоков среди рассматривае-

мых конфигураций показывает сопоставимую производительность с gpu-o3. 

На основе полученных результатов рассчитаны параллельное ускорение и параллельная эффек-

тивность для CPU-реализации с различным количеством потоков. Параллельное ускорение определя-

ется как отношение времени выполнения на одном потоке ко времени выполнения на N потоках: 

 1
N

N

T
S

T
=   (8) 

Параллельная эффективность определяется как отношение параллельного ускорения к количе-

ству потоков: 

 1N
N

N

S T
E

N N T
= =


  (9) 

На рис. 2 изображены графики параллельного ускорения (а) [21], параллельной эффективно-

сти (b) [21], масштабирования времени обработки (c). При сравнении времени выполнения оптимизи-

рованной сборки DUSTSCAN и неоптимизированной сборки (рис. 2, d) можно заметить разницу во 

времени выполнения анализа с и без применения флага компиляции «-O3», что может указывать на 

существенный размер накладных расходов CPU при чтении исходных данных, их передаче в видеопа-

мять и обратно, а также записи в файл. 

На рис. 3 продемонстрировано сравнение сторонних инструментов с нашим (в отобранных для 

сравнения конфигурациях). 

Помимо производительности, произведена оценка качества обнаружения регионов низкой слож-

ности при сравнении результатов DUSTSCAN с результатами SDUST с сопоставимыми параметрами 

с использованием в качестве оценки коэффициента сходства Жаккара (7). При сравнении множеств 
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регионов (с учетом их начальных и конечных координат) были получены пересечение в 2 939 517 111 

нуклеотида (intersection), объединение в 3 136 906 988 нуклеотидов (union), метрика Жаккара 0,937075 

при 39 961 409 перекрывающих сегментах (n_intersections). 
 

 
a                                                                                                     b 

 
c                                                                                                  d 

Рис. 2. Графики сравнения производительности: а – параллельное ускорение CPU (8);  

b – параллельная эффективность (9); c – масштабирование времени выполнения анализа; d – накладные  

CPU-расходы при использовании анализа с использованием GPU (неоптимизированная сборка и сборка,  

собранная с ключом «-O3»). 

Fig. 2. Comparisons plots: a) CPU parallel acceleration (8); b) CPU parallel efficiency (9); c) scaling of analysis execution 

time; d) CPU overhead when using GPU analysis (non-optimized build and build compiled with the “-O3” flag). 

 

 

Рис. 3. Сравнение инструментов по времени выполнения анализа 

Fig. 3. Comparison of tools by analysis time 
 

Коэффициент сходства Жаккара ~ 0,94 указывает на высокое, но не идеальное совпадение между 

результатами DUSTSCAN и SDUST, однако стоит отметить, что DUSTSCAN гораздо менее 
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чувствителен к мелким регионам и успешно идентифицирует основные регионы низкой сложности, 

что может быть особенно важно для приложений, связанных с дизайном олигонуклеотидных ДНК-

зондов. 

 

Заключение 

 

Проблема обнаружения LCR является чрезвычайно острой в рамках задачи подбора ДНК-зондов. 

На данный момент широко распространенные инструменты имеют ряд ограничений, которые призван 

разрешить алгоритм, предложенный в рамках данной работы. 

DUSTSCAN представляет собой параллельную модификацию алгоритма DUST, что позволяет 

решать актуальную на данный момент задачу обнаружения LCR в геномных последовательностях. 

Результаты показывают, что DUSTSCAN обеспечивает многократное ускорение (в 8–10 раз) по 

сравнению с SDUST при обработке полного генома человека, что существенно сокращает затрачивае-

мое на обнаружение LCR время. Ускорение относительно DustMasker составляет свыше 4 раз. 

Интересно отметить, что CPU-режим dustscan с использованием 96 потоков показывает произ-

водительность, сопоставимую с GPU-режимом. Это можно объяснить затратами на передачу данных 

между CPU и GPU, а также накладными расходами на инициализацию и запуск CUDA-ядер [20]. 

Особенно эффективен DUSTSCAN при обработке очень длинных непрерывных геномных по-

следовательностей. 

Несмотря на значительное ускорение, DUSTSCAN имеет ряд ограничений. Он потребляет 

больше памяти, чем другие инструменты (за счет параллельного вычисления для различных регионов 

исходной последовательности). Размер обрабатываемого блока ограничен объемом доступной видеопа-

мяти, что может быть проблемой для очень длинных последовательностей. Передача данных между CPU 

и GPU может создавать дополнительные накладные расходы, особенно для небольших последователь-

ностей, где преимущества параллельной обработки не компенсируют эти расходы. Это же будет буты-

лочным горлышком при попытке реализации распределенной модификации алгоритма. Чем меньше 

размер последовательности, тем менее эффективным будет GPU-режим. Также DUSTSCAN может 

определять границы регионов иначе, чем SDUST, что может быть критично для некоторых приложе-

ний, особенно чувствительных к коротким последовательностям регионов низкой сложности. 

В качестве направлений дальнейшего развития и улучшения DUSTSCAN можно назвать опти-

мизацию использования и работы с памятью и передачи данных между CPU и GPU, а также модифи-

кацию CUDA-ядер для выполнения полного цикла анализа (включая пост-обработку) на GPU. 

В целом DUSTSCAN демонстрирует высокий потенциал использования распараллеливания для 

ускорения выделения из последовательности референсного генома регионов низкой сложности. 
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Аннотация. Рассматривается задача оптимального управления инвестиционным портфелем при логарифми-

ческих функциях полезности на финансовых рынках Блэка–Шоулса. Формулируется соответствующая теорема 

верификации и строятся оптимальные стратегии инвестирования и потребления в явном виде. Затем, основы-

ваясь на подходе Леланда–Лепинетта, эти стратегии модифицируются и показывается, что полученные стратегии 

инвестирования и потребления являются оптимальными в асимптотической постановке, когда число пересмот-

ров портфеля стремится к бесконечности. Изучены случаи малых и больших транзакций. Устанавливается, что 

построенные стратегии робастны, т.е. устойчивы при изменении параметров рынка. Приводятся результаты 

численного моделирования Монте-Карло, которые на практике подтверждают теоретические выводы. 
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Abstract. The problem of portfolio optimization under logarithmic utilities for Black-Scholes financial markets is 

considered. The corresponding verification theorem is formulated and optimal consumption/investment strategies are 

constructed explicitly. Then, based on the Leland-Lepinette approach, these strategies are modified and it is shown that 
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the obtained investment and consumption strategies are optimal in the asymptotic setting when the number of portfolio 

revisions tends to infinity. Cases of small and large transactions were studied. It is established that the constructed 

strategies are robust, i.e. stable when market parameters change. The results of Monte Carlo numerical simulation are 

given which in practice confirm theoretical conclusions. 
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Введение 

 

В статье изучается задача оптимального управления на финансовом рынке Блэка–Шоулса, 

состоящем из безрискового и рискового активов, определяемых уравнениями   
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где процентная ставка r(t), тренд (t) и волатильность (t) – неслучайные непрерывные [0, T] →  

функции, 
0( )t tW 
 – стандартный скалярный винеровский процесс.  

Задачи стохастического управления на финансовых рынках очень важны для финансовой инду-

стрии, и имеется ряд работ, в которых разработаны эффективные методы их решения (см., напр.: [1]  

и ссылки в ней). В отличие от существующих работ, здесь предлагается построить робастные опти-

мальные стратегии потребления и инвестирования для рынков с транзакционными издержками и лога-

рифмической функцией полезности. Следует отметить, что в задачах хеджирования робастные финан-

совые стратегии применяются сравнительно давно (см., напр.: [2–6] и ссылки в них). При этом в таких 

задачах робастность понимается как устойчивость с вероятностью единица относительно изменений  

в стоимостях рисковых активов, т.е. финансовая робастность. В данной работе используется статисти-

ческое определение робастности, означающее устойчивость свойств синтезируемых стратегий относи-

тельно изменений распределений рисковых активов в достаточно широких пределах. Для этого приме-

няется подход из [7], разработанный для случая степенной функции полезности. К сожалению, слож-

ность полученных оптимальных стратегий не дает возможности изучить вопрос об их робастности,  

и, кроме того, невозможно непосредственно без дополнительных условий применить теорему верифи-

кации, доказанную в [7], для модели с логарифмической функцией полезности, поскольку в данном 

случае, в отличие от степенных полезностей, целевые функционалы могут принимать сколь угодно 

малые отрицательные значения, стремящиеся к минус бесконечности. Поэтому для анализа целевых 

функционалов требуются дополнительные конструктивные условия, при которых возможно построе-

ние оптимальных стратегий. Следовательно, сначала доказывается соответствующая теорема верифи-

кации. Затем, чтобы учесть наличие транзакционных издержек, используется метод, разработанный для 

степенных полезностей в [7] на основе аппроксимирующих стратегий, предложенных Леландом [8] и 

Лепинеттом [9] для задач хеджирования на финансовых рынках с издержками. 

Чтобы описать проблему робастного управления, определим рыночный параметр λ = (λ(t))0tT  

c λ(t) = (r(t), μ(t), σ(t))  3. Обозначим через Λ – некоторый компакт в C1([0, T], 3). Пусть αt – коли-

чество рискового актива St и βt – количество безрискового актива Bt в портфеле инвестора в момент 

времени t. Тогда капитал портфеля Xt = αtSt + βtBt. Применяя принцип самофинасируемости с потреб-

лением (см., напр.: [1]) имеем, что капитал удовлетворяет СДУ: 

 0+ ζ ,  ,t t t t t tdX dS dB dt X x=   − =  (2) 
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где x > 0 – начальный капитал, ζt – интенсивность потребления, т.е. неотрицательный интегрируемый 

процесс, для которого интеграл 
0

t

sds  – это общая сумма капитала, потребляемого инвестором на 

временном интервале [0, t]. Следуя [10], определим дробные финансовые стратегии инвестирования и 

потребления 

t t
t

t

S

X


 =  и t

t

t

c
X


= . 

Заметим, что 1 /t t t tB X− = . Поэтому, используя равенства из (1) в (2), получаем уравнение 

 
0

( ( ) ( ) ) ( ) ,

0,

t t t t t t tdX X r t t c dt t X dW

X x

= +   − +  


= 
 (3) 

где ( ) ( ) ( )t t r t =  − . Заметим, что введение дробных стратегий позволяет записать уравнение для 

капитала портфеля (3), в котором нет цены рискового актива St.  

Чтобы сформулировать задачу оптимального управления потреблением и инвестированием, 

введем целевую функцию 

 ,

0

( , ) : ln( ) ln

T

x t TJ x v dt X 

 
=  + 

 
E , (4) 

где ,x E  – условное математическое ожидание, соответствующее рыночному параметру λ  Λ при 

заданном 
0X x= , интенсивность потребления 

t t tc X = , случайный процесс v=(t, ct)0≤t≤T – стратегия 

инвестирования и потребления. В работе решаем задачу максимизации целевой функции (4) на основе 

метода стохастического динамического программирования (СДП), согласно которому необходимо 

решать задачи оптимизации на интервалах [t, T] для всех 0 ≤  t ≤ T для финансовых стратегий, 

согласованных с естественными фильтрациями (t,u)tuT с t,u = σ{Ws – Wt, t ≤ s ≤ u} – наименьшими  

σ -алгебрами, порожденными приращениями винеровского процесса. Всюду далее также u = 0,u. 

Определим допустимые стратегии. Пусть   – некоторое замкнутое выпуклое множество. 

Определение. Случайный процесс v = (u, cu)tuT называется допустимой стратегией на проме-

жутке [t, T] для некоторого фиксированного x > 0, если он является согласованным с (t,u)tuT процес-

сом со значениями в 
+ , процесс (cu)tuT интегрируемый п.н. и такой, что уравнение (3) имеет 

единственное положительное сильное решение на [t, T] с 
tX x= . Более того 

0

ln( )

T

u uc X du    п.н. и  

 ( ) ( ), , ln( ) sup lnE

T

t x u u u
t u T

t

c X du X
− −


 

 
+   

 
 . (5) 

Здесь , ,Et x   – условное математическое ожидание, соответствующее рыночному параметру λ  Λ при 

заданных 
tX x=  и (a)– = –min(a, 0) – отрицательная часть a.  

Обозначим множество допустимых стратегий как t и  = 0. Для любого v   по формуле Ито 

из (3) находим 

0
( ( ) ( ) )

( )

t

s sr s s c ds

t tX xe V
+  −= , 

где 
1

2( )
t t

V V

t V e
−

=  – экспонента Долеан процесса 
0

( )
t

t s sV s dW=   , и скобка 2 2

0
( )

t

st
V s ds=    

(подробнее см., напр.: в [11]). Наша цель – максимизировать целевую функцию (4) на множестве , т.е. 

найти такую стратегию v*  , что  

 * *( , ) sup ( , ) : ( )
v

J x v J x v J x  


= = . (6) 
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Ввиду метода СДП, чтобы найти такую стратегию, нужно изучить значения функций на интервалах  

[t, T] для всех 0  t  T: 

 * ( , ) : sup ( , , ),   ,
tv

J t x J t x v 


=   (7) 

где для v  t  

, ,( , , ) : ln( ) ln .E

T

t x u u T

t

J t x v c X du X 

 
= + 

 
   

При этом функционал ( , , )J t x v
 может принимать бесконечные значения для некоторых стратегий v. 

Отметим, что в работе [7] эта задача решена для степенной функции полезности. 

Далее в разд. 1 формулируется теорема верификации и строятся стратегии управления. В разд. 2 

приводятся основные результаты для задачи робастной оптимизации на финансовых рынках с учетом 

транзакционных издержек. В разд. 3 приводятся результаты численного моделирования Монте-Карло. 
 

1. Теорема верификации. Стратегии инвестирования и потребления 
 

Обобщим процесс 
0

( ( ) ( ) ) ( ) ,

0,

t t t t t t tdX X r t t c dt t X dW

X x

= +   − +  


= 
 (3) и определение допустимых 

стратегий. Определим процесс 
tX  со значениями в открытом выпуклом множестве   и процесс 

tv  

со значениями в замкнутом множестве 2 . Пусть 
0( )t t TX X  = , 

tX  , является непрерывным 

процессом, который задается СДУ 

 ( , , ) ( , , )t t t t t tdX a t X v dt b t X v dW= + . (8) 

Функции :[0, ]a T   →  и :[0, ]b T   →  являются неслучайными непрерывными и та-

кими, что для любой неслучайной v  уравнение (8) при vv   имеет единственное сильное реше-

ние, при котором 
tX   на интервале  0,T  и  

( )2

0

( , , ) ( , , )v v

T

u ua u X b u X du+        п.н. 

Зафиксируем функции полезности 
1 :[0, ]U T   →  и 

2 :U →  такие, что для любой посто-

янной стратегии vtv    для процесса (8) при 0 t T   и любого x  выполняется следующее 

условие: 

( ) ( )( ), 1 2

0

( , , ) supE v

T

t x u u
t u T

U u X du U X
−−

 

 
+   

 
 . 

Чтобы применить метод СДП для задач оптимизации в модели (8), необходимо ввести определение 

допустимых стратегий на интервале [ , ]t T  при 0 t T  . 

Определение. Случайный процесс ( )u t u Tv v  =  называется допустимым на промежутке [ , ]t T  для 

0 t T   и для некоторого фиксированного x , если он является согласованным с (t,u)tuT про-

цессом с непрерывными траекториями со значениями во множестве и такой, что уравнение (8) 

имеет единственное положительное сильное решение на [t, T] с 
tX x= , для которого 

uX   при 

t u T   и выполняются следующие условия: 

( )2

1( , , ) ( , , ) ( , , )

T

u u u u u u

t

a u X v b u X v U u X v du+ +     п.н. 

и  

( ) ( )( ), 1 2( , , ) supE

T

t x u u u
t u T

t

U u X v du U X
−−

 

 
+   

 
 . 
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Напомним, что 
t
 обозначает множество допустимых стратегий. Заметим, что для любых 0 t T   

множество 
t  , так как по меньшей мере стратегия vt tv   . Обозначим 

0= . Далее для любого 

tv  зададим целевую функцию как  

, 1 2( , , ) : ( , , ) ( ) .

T

t x u u T

t

J t x v U u X v du U X
 

= + 
 
E  

Цель – найти допустимую стратегию *

tv   такую, что для любого 0 t T    

 * *( , ) : sup ( , , ) ( , , ).
tv

J t x J t x v J t x v


= =  (9) 

Пусть далее :[0, ]g T  →  – дважды непрерывно дифференцируемая по x  функция. Определим 

функционал Гамильтона 0( , , ) : sup ( , , , )H t x g H t x g


=
v

v , где 

2 2

0 1

( ) ( , , )
( , , , ) ( , , ) ( , ) ( , ) ( , , )

2

v
v v vx xx

t b t x
H t x g a t x g t x g t x U t x= + +


. 

Здесь ,  x xxg g  – соответствующие производные функции ( , )g t x . Запишем уравнение Гамильтона–

Якоби–Белмана (HJB): 

 
2

( , ) ( , , ) 0, [0, ],

( , ) ( ),    .

tz t x H t x z t T

z T x U x x

+ = 


= 
 (10) 

Далее потребуются следующие условия: 

H1. Существует решение 1,2 ([0, ] , )z T   уравнения (10) такое, что для некоторого 0 1:    

0

| ( , ) |
sup sup .

| | | |t T x

z t x

x x−
  

 
+

 

H2. Существует измеримая функция 
0 :[0, ]v T  →  такая, что для решения ( , )z z t x=  урав-

нения (10) функционал Гамильтона 0 0( , , ) ( , , , ( , ))vH t x z H t x g t x= . 

H3. Для любого x существует почти наверное единственное решение * *

0( )t t TX X  =  со зна-

чениями во множестве  уравнения  
* * * * *

0( , ) ( ( , )) ,t t t tdX a t X dt b t X dW X x= + = , 

где *

0( , ) ( , , ( , ))va t x a t x t x=  и *

0( , ) ( , ( , ))vb t x a x t x= . Более того, процесс *

0 0 0( ( , ))v v t t Tt X  =  является 

допустимым, т.е. принадлежит . 

H4. Для любого 0 t T  и любой допустимой стратегии 
tv : ( )( ), sup , .Et x u

t u T

z u X
−

 

   

H5. Для любых 0 t T   и x : *

, sup ( , ) .t x u
t u T

z u X
 

 E  

Используя метод из [7], основанный на формуле Ито и теореме Лебега о мажорируемой сходи-

мости, имеем следующую верификационную теорему. 

Теорема 1. Пусть условия H1–Н5 выполнены. Тогда для любого 0 t T   и x  
* *( , ) ( , ) ( , , )z t x J t x J t x v= = , 

где оптимальная стратегия * * * *

0( ) ,  ( , )vs t s T s sv v v s X = =  определена в терминах H2–H3 и функция 

*( , )J t x  определена в (9).  

Теперь применим теорему 1 к задаче (6). В этом случае управляющий процесс, описанный в (3), 

определен на пространстве += , допустимая стратегия 0( , )t t t Tv c  =   со значениям в += , 

где  = . Таким образом, чтобы изучить задачу оптимального потребления и инвестирования (7), 

применим теорему 1 с функциями полезности 
1( , ) ln( )v cU x x=  и 

2 ( ) ln( )U x x= , где x , ( , )=  v c . 

Процесс (3) может быть получен из модели (8) при 

( , , ) ( ( ) ( ) )a t x x r t t= +  −v c  и ( , , )b t x x= v . 
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Нетрудно видеть, что уравнение HJB (10) имеет следующий вид: 

 

1
( , ) ( ) ( , ) max ( , , , ) ln 1 0,

( , )

( , ) ln( ),

t x

x

z t x r t x z t x t x z
z t x

z T x x




+ +   + − =


 =

 (11) 

где 2 2 2( , , , ) ( , ) ( ) ( , ) ( ) / 2.x xxt x z x z t x t x z t x t  =  +    Более того, согласно условию H2, для того чтобы 

найти функцию оптимального управления 
0 0 0( , )= v c , необходимо выбрать 

0 0 ( , , )t x z =   и 

0 0 ( , , )t x z=c c  следующим образом: 

 0 arg max ( , , , )t x z


 =        и     
0

1

( , )xz t x x
=c . (12) 

Используя далее метод разделения переменных Фурье, можем заключить, что решение уравнения HJB 

есть функция 

 ( , ) ( ) ln ( ), ( ) 1z t x y t x A t y t T t= + = − + , (13) 

где ( ) ( )*( ) ( ) ( ) ( , ( )) ( ) ln ( )

T

t

A t y u r u F u u du y t y t= +  − . Заметим, что для решения (13) функция 

( , , , ) ( ) ( , )t x z A t F t  =   и  

2 2 ( )
( , ) ( ) .

2

t
F t t

 
 =  −  

Более того, из (12) находим, что для решения (13) 

 
*

0 2

( )
( ) ( ) arg max ( , ) Pr

( )

t
t t F t

t




 
 =  =  =  

 
  и  *

0

1
( ) ( )

( )
t t

y t
= =c c . (14) 

Здесь Pr ( )    проекция аргумента на множество  . В данном случае эта функция является липши-

цевой, т.е. 
* *

0 ,

| ( ) ( ) |
sup sup

| |s t T

t s

t s  

 − 
 

−
. 

Из (3) получаем, что соответствующий процесс стоимости портфеля *

0( )t t TX    определяется как 

 
* *

0 0
( ( ) ( ( )) ( )) ( )* *( )

t t

r s s s ds c s ds

t tX xe V
+   − = , (15) 

где *( )t V   экспонента Долеан для процесса 
* *

0

( ) ( )

t

t sV s s dW=    с его квадратической характеристи-

кой 
* * 2 2

0

( ( )) ( ) .

t

t
V s s ds=    

Изучим стратегию (14). 

Теорема 2. Стратегия * * *

0( ( ), ( )) t Tv t c t  =  , определенная в (14), является решением задачи (6). 

Более того, для всех 0 t T   и   оптимальное значение функции (7) 

 * *( , ) ( , , ) ( ) ln ( ),J t x J t x v y t x A t= = +   (16) 

где функции ( )y t  и ( )A t  определены в (13). 

Доказательство. Подставим (13) в (11). Получаем, что функция A удовлетворяет следующему 

ОДУ: 
*( ) ( 1)( ( ) ( )) ln( 1) 1 0A t T t r t F t T t+ − + + − − + − = , A(T)=0,  

где *( ) max ( , )F t F t=  . Заметим, что функция * ( )t  непрерывна и функция (13) есть решение урав-

нения (11), т.е. выполнено условие Н1. Функция оптимального управления 
0 0 0( , )= v c  из условия Н2 

определена в (12). Из (15) следует, что ( )*

0

sup sup ln t
t T

X
  

 E . Функция * ( )t  непрерывна, значит стра-
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тегия * * *

0( ( ), ( )) t Tv t c t  =   принадлежит , т.е. выполнено условие Н3. Свойство (5) влечет условие 

Н4. Вид решения (13) означает, что условие Н5 также следует из равномерной интегрируемости. Сле-

довательно, применяя теорему 1, приходим к требуемому результату. ■ 

Замечание. Стратегия (14) может быть получена на основе перехода к двойственной задаче  

(см. пример 6.6, с. 104 в [1]). 

 

2. Робастное оптимальное управление на рынках с транзакционными издержками 

 

Далее рассмотрим задачу оптимизации для финансовых рынков (1) с транзакционными издерж-

ками. Предположим, что процентная ставка положительна в некоторой окрестности точки t = T, т.е. 

inf ( ) 0T t T r t−    для некоторого 0 T   . Оптимальная стратегия определяется равенствами 

* * ˆ( )t tt X =  , * *(1 ( ))t tt X = −   и 
*

*

( )
t

t

X
y t

 = , 

где дробные стратегии * ( )t  и *( )c t  определены в (14), 
*ˆ /t t tX X S= , * /t t tX X B= , и процесс стоимости 

портфеля 

* * * *

0 0 0

t t t

t u u u u uX x dS dB du= +  +  −    . 

Предложение 1. Процессы ˆ
tX , *

tX , tX  и 
tS  являются равномерно квадратично интегрируе-

мыми, т.е. 

( )2 * 2 * 2 2 2

0

ˆsup sup ( ) ( ) ( ) ( )t t t t t
t T

X X X X S−


  

+ + + +  E  

и, более того, 

( )2 * * 2 2 2

0 ,

ˆ ˆ( ) ( ) ( ) ( )
sup sup

| |

t s t s t s t s

s t T

X X X X X X S S

t s



  

− + − + − + −
 

−

E
. 

Доказательство. Утверждение следует из формулы Ито, свойств экспоненты Долеан и неравен-

ства Дуба (см., например, [11]). ■ 

Теперь для учета транзакционных издержек введем дискретизированные стратегии для момен-

тов перераспределения (ревизий) портфеля 0 10 nt t t T=    =  как 

 
1 1

1
( ) *

[ , )

1
k k k

n
n

t t t t

k
− −

−

=

 =  1 , 
1 1 1

1
( ) *

[ , ) [ , ]

1

ˆ
k k k n

n
n

t t t t n t T

k
− − −

−

=

 =  + 1 1  и 
1 1 1

1
( ) *

[ , ) [ , ]

1
k k k n

n
n

t t t t t T

k
− − −

−

=

 =  + 1 1 . (17) 

Здесь ˆ n  – 
1nt −
-измеримый поправочный коэффициент, определяемый ниже. На каждом интервале 

1[ , )k kt t−
, k  1, инвестор платит за транзакции пропорционально объему торгов в момент вре-

мени tk величину 
1 1

( ) ( ) * *| | | |
k k k k k k

n n

t t t t t tS S
− −

  − =   − . Тогда общие транзакционные издержки на интер-

вале [0, t] 

1

( ) * *| |
k k k

k

n

t t t t

t t

D S
−



=   − , 

где κ = κn > 0 – транзакционный коэффициент пропорциональности, зависящий от числа ревизий n. 

Дополнительно определим величины 

1

1

n

n k k

k

d t t −

=

=  −  и 1
1
maxn k k

k n
t t −

 
 = − . 

Из определения процессов в (17) следует, что они являются càdlàg-процессами, и стратегия 
( ) ( ) ( )

0( , , )n n n

n t t t t T  =     является предсказуемой, поскольку функции * ( )t  и *( )c t  неслучайные  

(см., напр.: [11]). Из (14) и предложения 1 имеем 
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Предложение 2. Процессы, определенные в (17) являются равномерно интегрируемыми, т.е. 

2 1 1

0 1

( ) ( ) ( )

0 0 0

3 0

supsup sup

n n n

n

t t t

n n n

u u u u u

n t t t T n

dS dB du
− − −



  =    =

 
 +  +  

 
 

 


  E

, 

где ( ) ( ) *n n

u u u =  − , 
( ) ( ) *n n

u u u =  −  и 
( ) ( ) *n n

u u u =  −  . 

Значит, можем переписать процесс стоимости портфеля в виде: 

 
( ) ( ) ( ) ( ) ( )

0 0 0

t t t

n n n n n

t u u u u u tX x dS dB du D= +  +  −  −   . (18) 

Здесь 
2

( ) ( )

0 0

ntt

n n

u u u udS dS
−

 =    и 
2

( ) ( )

0 0

ntt

n n

u udu du
−

 =    для всех 
2nt t T−    и транзакционные издержки 

1

( ) ( )

n

n n

t tD D
−

=  для 
1nt t T−   . Поэтому в терминальный момент 

1 1

( ) ( )

1
ˆ ( ) ( )

n n

n n

T t n T t n nX X B B t t
− − −= + − − − . 

Теперь для всех n  1, при которых 
1nT tB B
−

 , положим  

 
( )

1

1

( )

ˆ n

n

n

t n

n

T t

X

B B

−

−

−

+ 
 =

−
. (19) 

Тогда 

( )
1

( ) ( )

1( )
n

n n

T t n n nX X t t
−

+

−= +  − − . 

Относительно параметра 
n  предположим, что выполнено условие 

 
12( )n n nt t −  −  для всех n1, lim 0n

n→
 =  и lim 0n

n nn d→




+ 
. (А) 

Изучим асимптотику при n →  целевой функции (4) соответствующей стратегии 
( ) ( ) ( )

0( , , )n n n

n t t t t T  =    . 

Теорема 3. Пусть моменты перераспределения портфеля /kt kT n= , 1,k n= , выполнено усло-

вие (A), и 1/2( )n o n− =  при n → . Тогда стратегия (18)(19) является асимптотически робастной 

и оптимальной, т.е. 

 ( ) *limsup | ( , ) ( ) | 0n

n
J x J x 

→ 

 − = , (20) 

где * ( ) ( 1) ln (0)J x T x A= + + . 

Доказательство. Заметим, что в условиях теоремы lim 0n
n→

 = . Покажем, что  

 
( ) *

0

limsup | ln ln | 0

T

n

u u
n

du
→ 

 −  =E . (21) 

Поскольку для любых x, y > 0 

 
| |

| ln ln |
min( , )

x y
x y

x y
−

−  , (22) 

то при 
1k kt u t−    и 1 1k n  −   

1

1

1 1

* *

( ) * * *

* * * *

| | 1 1
| ln ln | | |

min( , )

k

k

k k

t un

u u t u

t u t u

−

−

− −

  − 
 −    +  −  

     

. 

Поэтому из определения оптимального *

u  и неравенства Коши–Буняковского–Шварца имеем для 

любого   

1

( ) * * * 2 * 2

0

| ln ln | 2 | | sup ( )
k

n

u u t u t
t T

T X
−

−

  
 

 −    − E E E . 
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Предложение 1 влечет существование такого C > 0, что при 
1k kt u t−    и 1 1k n  −  

( ) *

1sup | ln ln |n

u u k nC u t C −


 −   −  E . 

Тогда 

1

( ) *

1

0

sup | ln ln | 0
nt

n

u u n n ndu Ct CT
−

 −


 −      → E  при n → . 

Более того, можем оценить потребление на интервале 
1 1( , ] ( , ]n n nt T t t− −= : 

1 1

( ) * *| ln ln | | ln | ( 1)
n n

n n

t t

n

u u u n

t t

du du C T

− −

  −  =   +  E E . 

Тем самым приходим к (21). Далее, используя метод анализа транзакционных издержек из [7], получим 
( ) *| |

limsup .
n

T T

n
n

X X

→ 

−
 



E
 

Применяя неравенство (22), имеем ( ) * ( ) 1/4 * 1/4 ( ) * 1/4 1/4| ln ln | 4 | ln( ) ln( ) | 4 | | /n n n

T T T T T T nX X X X X X m− = −  − , где 

( ) *min( , )n

n T Tm X X= . По неравенству Коши–Буняковского–Шварца 

( ) * ( ) * 1/4 1/2| ln ln | 4( | |)n n

T T T T nX X X X m−−  −E E E . 

Здесь 1/2 * 1/2 1/2 * 1/2 * 1/2 * 1/2 ( ) 1/2 * ( ) 1/2( ) ( ( ) ) ( ) ( ) ( ) ( )n n

n T n T T T T T Tm X m X X X X X X− − − − − − −= + −  + −E E E E E . Из усло-

вия (A): ( ) / 2n

T nX   , поэтому 1/2 * 1/2 1/2 ( ) * * 1( ) 2 | | ( )n

n T n T T Tm X X X X− − − − +  −E E E E . Следовательно,  

( ) *limsup | ln ln | 0.n

T T
n

X X
→ 

− =E  

Отсюда и (21) приходим к утверждению теоремы 3. ■ 

Теперь рассмотрим оптимизационную задачу на рынках с большими транзакционными издерж-

ками, когда нормированный транзакционный коэффициент nn  не стремится к 0 при n → . Пред-

полагаем лишь, что 0n →  при n → . В этом случае необходимо изменить стратегию (17), используя 

подход Лепинетта [9]. Перераспределение портфеля предлагается осуществлять в моменты  

 ( )
q

k
kt T

n
= , 1,k n= , (23) 

где степень q = qn  1 и такая, что lim 0n
n

n n

q n
n q→

 
+  = 

 
.  

Например, можно взять n nq n n= +  . Отметим, что при больших издержках не допускается 

часто перераспределять портфель. 

Теорема 4. Пусть моменты перераспределения портфеля определены в (23), выполнено усло-

вие (A), и 0n →  при n → . Тогда стратегия (18)(19) является асимптотически робастной и оп-

тимальной, т.е. удовлетворяет (20). 

Доказательство. Поскольку ввиду (23) 

1

1
( 1)

0
k n

q

k k
k n

qT
t t qT x dx

n

−

−
−

− =  →  при n → , 

то lim 0n
n→

 = , и можем применить рассуждения из доказательства теоремы 3. ■ 

 

3. Численное моделирование 

 

В этом разделе приведены результаты численного анализа сходимости (20). Определим в модели 

рынка (1) следующие параметры: T = 5, r = 0,055, μ = 0,06, σ = 0,1 и S0 = 100. Функции полезности 

1( , ) ln( )v cU x x=  и 2 ( ) ln( )U x x=  с переменными ( , ) +=   v c . Стратегии рассчитываются по 

формулам (14), (15) и (17). Для этого полагаем 
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2 2

( , ) ( ) ( ) .
2

F t F r
 

   =   − −  

В этом случае * 2arg max ( ) ( ) / 0,5F r


 =  =  −  = ,  

* 2 2
* * *

0

( )
( ) ( )

* 2

t

trt r t W c s ds t

tX xe
 

+ − +  − −
=  и * *35

(0, ) 6ln ( ( )) 6ln 6
2

J x x r F= + +  − . 

Положим начальный капитал x = 100. Целевые функции рассчитываются методом Монте-Карло по 

приближенной формуле 

1000
( ) ( , ) ( , )

1 0

1
( , ) ln ln

1000

T

n n l n l

u T

l

J x du X
=

 
   + 

 
  , 

где ( )( , )

0

n l

u u T 
 и ( , )n l

TX  – интенсивность потребления и капитал, полученные по l-й реализации выборки.  

Результаты приведены на рис. 1, 2. На рис. 1, а наблюдается сходимость (20) с ростом n для 

стратегий (17) при малых транзакционных издержках с ( )
1

2 lnn n n
−

 = , график которой представлен 

на рис. 1, b.  
 

 

Сходимость целевой функции                                                                         График коэффициента n  

а                                                                                                                           b  

Рис. 1. Случай малых транзакционных издержек:  

Fig.1. The case of small transaction costs 

 

 

Сходимость целевой функции                                                                         График коэффициента n  

а                                                                                                                           b  

Рис. 2. Случай больших транзакционных издержек 

Fig. 2. The case of large transaction costs 
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Для численного анализа сходимости в случае больших транзакционных издержек полагаем 

0,5 ln ln /n n n = , график которой представлен на рис. 2, b. На рис. 2, а наблюдается сходимость (20) 

с ростом n для стратегий (17) и (23) при ln ln lnnq n n=  .  

На рис. 1, а и 2, а коричневая линия – теоретическое оптимальное значение целевой функции 
*(0, ) 17,865J x  , синяя линия – численные аппроксимации целевых функций. 

 

Заключение 

 

В работе впервые рассматривается задача робастного оптимального стохастического управления 

для рынков Блэка–Шоулса с транзакционными издержками при логарифмических функциях полезно-

сти. При этом робастность определяется как устойчивость относительно изменений параметров рынка, 

которые являются внешними по отношению к инвестору и, как правило, ему неизвестны. Построены 

явные стратегии потребления и инвестирования, учитывающие как малые, так и большие размеры 

транзакционных издержек. Представленные теоретические результаты подтверждаются соответству-

ющими экспериментальными данными, полученными в ходе моделирования по методу Монте-Карло.  
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Introduction 
 

Dynamic pricing has been extensively studied as a key strategy for managing perishable products, par-

ticularly within a finite selling horizon. Dynamic pricing, which involves continuously adjusting prices in 

response to time-dependent variables such as the remaining shelf life of the product and its inventory level, 

effectively addresses the challenge of perishability by aligning supply with temporally fluctuating demand.  

As emphasized in [1], such pricing strategies not only offer financial advantages to retailers but also lead to  

a substantial decline in waste, which is especially critical in the context of food products. A growing body of 

literature confirms that dynamic pricing mitigates the risk of unsold inventory and helps to avoid the ineffi-

ciencies associated with traditional static pricing approaches [2]. While extensive research has explored dy-

namic pricing mechanisms, the specific challenge of managing shortages has garnered focused attention in 

recent years, particularly those resulting in lost sales [3]. 

Recent studies have highlighted the value of dynamically adjusting prices not only to stimulate demand 

for aging inventory but also to control the sales rate in order to reduce the likelihood of stock outs during the 

selling period [4, 5]. In setting without replenishment opportunities, lost sales represent a critical concern, as 

unmet demand directly translates to revenue loss and diminished customer satisfaction. In [6], an integrated 

model of dynamic pricing and inventory control under a lost sales framework is proposed, highlighting that 

optimal pricing strategies must incorporate both the stochastic characteristics of demand and the perishability 

of goods. The importance of pricing strategies for addressing the risk of lost sales in perishable goods markets 

has been well recognized in recent studies [7, 8]. 

We proposed a basic stochastic dynamic price control model in [9], which allows us, triggering pur-

chases, to sell all a perishable product at hand during its lifetime almost surely. In [10], a multiplicative ad-

justable factor was introduced into the basic model, which helps address the problem of fitting the demand rate 

to real-life situations and allows for customization of the sales process. In [11], we obtained optimal weight 

function approximation for large lot sizes that depends on a parameter and considered two close to optimal 

models of the dependence of demand intensity on price, controlling the shortages by changing the parameter. 

In this paper, we extend the model introduced in [10] by incorporating the moment of the shortages occurrence 

and the corresponding penalty in the expected revenue. 

 

1. Problem statement 
 

We commence by formulating the fundamental assumptions and mathematical framework. Suppose  

a supplier acquires an initial stock Q0 per unit price d at the beginning of the sales cycle T, where additional 

procurement is prohibited during this period. Market demand adheres to a compound Poisson process governed 

by intensity ( ( ))c t , with ( )c c t=  representing the time-varying unit selling price. Individual customer pur-

chases are treated as independent and identically distributed random variables, characterized by first-order 

moment 1a  and second-order moment 2a . 

For analytical tractability, we employ a diffusion approximation of the inventory level process ( )Q t , 

which follows the stochastic differential equation 

1 2( ) ( ( )) ( ( )) ( ),dQ t a c t dt a c t dw t= −  +   

where ( )w   is the Wiener process. 

We adopt the following pricing control: 

 ( )1

( )
( )

Q t
a c t

T t
 = 

−
,  (1) 

that is, the product’s average sales rate and its instantaneous sales rate must be proportional; coefficient 0.   

We will call control model (1) the linear one. 

The idea of introducing adjustable factors into idealized dynamic pricing models in order to adapt to 

real market conditions as well as a lot of results in inventory control modelling belongs to Alexander Fedo-

rovich Terpugov (1939-2009), former Head of the Department of Probability Theory and Mathematical Sta-

tistics at Tomsk State University, outstanding scientist and teacher. 
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It follows that the stock level process satisfies the following equation: 

 2

1

( ) ( )
( ) ( )

aQ t Q t
dQ t dt dw t

T t a T t
= − + 

− −
. (2) 

Below we use (2) to get the properties of the stock level process.  Then we propose a heuristic method 

for determining the moment when the shortages occur, introduce appropriate penalties, and obtain the expected 

revenue with the penalties. 
 

2. The stochastic properties of the selling process 
 

Within the framework of the approximation, the expectation of the stock level process  

   ( )0( ) ( ) 1 /E Q t Q t Q t T


= = − . (3) 

Denote  2 2( ) ( ) .Q t E Q t=  Applying Ito’s formula and averaging, we get 

2 2
2

1

2
adQ Q Q

dt T t a T t
= −  + 

− −
 

subject to 
2 2

0(0)Q Q= .  

It follows that the variance of the stock level process 

( )  2
0

1

1 1 1 .
a t t

Var Q t Q
a T T

     
= − − −         

 

The second initial moment of Q(∙) 

 

2
2 22

0 0
1

1 1 1 1 .
a t t t

Q Q Q
a T T T

        
= − − − + −      

       

 (4) 

By applying Ito’s formula and the Laplace transform, we obtain the probability density function of the 

inventory level  

 
( )

( ) ( )

( )

( )

( )

( )

0 00 0
1

1 / 2 11
( , ) exp ( ) exp ,

1 1 1 1 1 1 1 1

t T Q q t T Q qQ t T Q
f q t q I

t T t T t T t T

 

   

     −  −− − −     =  + 
    − − − − − − − −      

 (5) 

where 1 22 /a a = , ( )1I   is the first order modified Bessel function of the first kind, and ( )   represents the 

Dirac delta distribution. 
 

 

Fig. 1. ( )F   dependence on t/T for κ = 1, 3, and 5 
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From (5) it follows that the cumulative distribution function of the length of time τ it takes to sell 0Q  

( )
( )

( )
0

1
exp

1 1

t T
F t Q

t T



 

 −
 = −
 − − 

. 

Thus, ( ) 1F T = , and the probability of the shortages increases when   increases. 

Figure 1 illustrates the behavior of ( )F t  for 0 150Q = ; κ = 1, 3, and 5. 

The expectation of the selling duration τ 

( )( )
1

0
0 0

{ } 1 1 exp
1

T z
E F t dt T Q dz

z



 

  
 = − = − −      −  

. 

For 0 1Q  , we get 

 ( )
( )

( )( )

( )

1
(1 )

0 1 1
0 00 0

11
{ } 1 exp 1 1 ,uE T Q z dz T u e du T

Q Q


 −  −

 

     +  
     − − = − = −             

 (6) 

where ( )   is the gamma function. 

 

3. The expected revenue taking the shortages into account 

 

We take (6) as the moment of the shortages occurrence T1, T1 = Tx0, where 
( )( )

( )
0 1

0

1
1x

Q


  + 
= −


, and 

( )  ( )
( )( )

1 1

1
E Q T Q T

  + 
= =


 . In the simulation, the moment of shortages occurs when the available 

stock is less than the quantity requested by the last consumer.  

The simulation results for the duration of the selling period are presented in Figure 2 and are obtained 

through a thinning algorithm implementation of a non-homogeneous Poisson process simulation with  

1,000 replications. Mean values are reported as the outcomes. The analysis employs parameter values in the 

range 1 5   and exams two distributions of purchases: uniformly distributed over (0,10) and exponentially 

distributed with parameter 5. The theoretical prediction (black curve) is compared with the simulated results 

for uniform (red curve) and exponential (blue curve) purchases distributions. 
 

 

Fig. 2. T1 dependence on  ; T = 10, Q0 = 500, purchases are Uniform (0,10) or Exp (5) 
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Parameter κ has a significant impact on the shortages’ duration. When κ > 2, the shortages period may 

exceed 10% of the total sales cycle length. 

Let us consider linear approximation of the intensity-of-price dependence 

 ( ) 0
0 1

0

( )
,

c t c
c

c

−
 =  −   (7) 

where с0 denotes the basic price level associated with initial demand intensity λ0, while λ1 > 0 reflects the 

demand response to price deviations from its baseline. Linear price-demand relationships represent a standard 

modeling approach; see, for example, [12]. 

Combining (1) and (7) we get 

( )
( )

( )
0

0
1 1 1

1
Q t

c t c
a T t

 
= + −    − 

. 

The average revenue per unit of time 

( ) ( ) 
( ) ( )

( )

2 2
0 0

1 0 0 0 2
1 1 1 1 1 1

1 1 .
Q t Q t Q Q

E c t a c c E c c
a T t T t T t a T t

       
 =  + − = +  −    

  − −  −  −     
 

Finally, taking into account (3) and (4) we get 

( ) ( )  0 0
1 0

1

1 1
Q t

E c t a c c
T t T


   

 = +  − −   
 −   

 

( )

22
0 0 2

02
11 1

1 1 1 1 .
c Q a t t t

Q
a T T Ta T t

          
 − − − − + −              −   

 

Let us consider the expected revenue prior to shortages 

 
1

1
0

( ) ( ) .
T

S a E c t t dt=   

The three integrals below are straightforward to obtain: 

( )1
0

0

1 1
1

T xt dt

T T t


− − 

− =  
−  

; 

( )

( )

( )

( )

1

1

0

2
0

0

1 1
     for 1;

1
1

ln 1
         for 1;

T

x

t dt T

T T t x

T

−



 − −
  
   −

− =  
  −  −

−  =


 

( )

( )

( )

( )

1

2 1

0
2

2
0

0

1 1 1
     for ;

2 1 2
1

ln 1 1
          for .

2

T

x

t dt T

T T t x

T

−



 − −
  
   −

− =  
  −  −

−  =


 

In particular, when  = 1, the resulting model of retail price control (1) reduces to the form 

( )1

( )
( )

Q t
a c t

T t
 =

−
, which is the same as the basic model in [9]. Unlike the approach in [9], where the expected 

revenue is derived by considering small deviations of the price from its stationary value, in this paper, adjust-

able coefficient  is introduced, which enables us to consider the linear dependence of the demand intensity 

on the price. The expected revenue for  = 1 is as follows 

 0 0 0 02 2
1 0 0 2 2

1 0 1 0 1 01 1

1 1 1
1 1 ln 1 ,

c Q Qa a
S c Q

Q T Q a Qa a
=

        
= + − + + − −                       

 (8) 
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while the main part of the expected revenue of basic model in [9] 0
0 0

1 0

1
1basicS c Q

Q

 
= − 

  
.  

The observed discrepancy can be attributed to two key aspects. First, here we introduce T1 as the time 

point at which the shortages occur. Notably, our framework accommodates the possibility of shortages even 

when  = 1; in this case, 1
0

1
1 .T T

Q

 
= − 

 
 This contrasts with the approach adopted in [9], where the selling 

period is T and a consideration of the shortages is not incorporated. Secondly, in [9] we employ only a linear 

part of Taylor expansion of product ( ) ( ( ))c t c t .  

For  > 1 the expected revenue without taking into account the penalty for the shortages 

 

( )( )

( )

( )

( )

( )

0
0 0 0

1

1 2 12
0 00 0 02 2

2 2
1 11 1

1 1 1

1 1 1 1
.

1 2 1

S c Q x

x xc Q Qa a

T aa a



− −

 
= + − − − 

 

  − − − −
 − − −     −  −  

 (9) 

We adapt an assumption where unmet demand results in lost sales, and the demand intensity during 

stock out’s period remains constant, defined by the intensity at moment T1 

( )

( )

( )( )

( )
( )

1

11 0 0
1 01

1 1 1 10

1
( ( )) 1

Q T Q Q
c T x

a T T a T a TQ

−

−



   + 
  =  =  =  −
 −  

; 

analogously, the retail price during this period ( ) ( )
10 0

1 0 0
1 1 1

1 1 .
Q

c T c x
a T

− 
= + −  − 

  
 

We define the average lost sales as follows 

( ) ( ) ( )
10 0

1 1 1 1 0 0 0 0
1 1 1

( ) ( ( )) 1 1 1 .s
Q

S a c T c T T T c Q x x
a T

 − 
= −  − = −  − + −  − 

  
 

Thus, the expected revenue for  > 1 

 

( )( ) ( ) ( )

( )

( )

( )

( )

10 0 0
1 0 0 0 0 0 0 0

1 1 1 1

1 2 12
0 00 0 02 2

2 2
1 11 1

1 1 1 1 1 1

1 1 1 1
.

1 2 1

Q
S c Q x c Q x x

a T

x xc Q Qa a

T aa a

  −



− −

    
= + − − −  − + −  − −   

     

  − − − −
 − − −     −  −  

 (10) 

The expected revenue is monotonically decreasing with respect to , and weighted revenue 1 1 0/S a c  

depends on four dimensionless system’s characteristics 
2

0 1 0 1 1 2 1/ ,  / , ,  / ,Q a T a a    except κ. Ratio 0 1/Q a  

is connected with the number of purchases during the selling period, that is, the intensity of the demand; 0 1/   

reflects the relative base intensity of the demand in relation to its price sensitivity; 1T  is the aggregate sensi-

tivity of demand to price deviations within the selling period; and ratio 
2

2 1/a a  characterizes the coefficient of 

variation of the purchases.  

In Figure 3, the results of simulation of weighted revenues dependence on   are presented for different 

sets of the system’s characteristics for uniform and exponential distributions of purchases, T = 10. The black 

curves represent the theoretical results, and the red curves are the simulation results. 

Analogously the models in [11], Figure 3 demonstrates that increasing 0 1/   and 1T  leads to a sig-

nificant increase in the revenue, and ratio a2/a1
2 that governs purchases’ variation exhibits negligible influence 

on the revenue, as evidenced by the final two subplots. The theoretical revenues closely align with the simu-

lated ones. 
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Fig. 3. 1 1 0/S a c  dependence on κ, T = 10 

 

The expected revenue curve is negatively correlated with adjustable factor   and exhibits the opposite 

behaviour compared with the two near-optimal models in [11], where the expected revenue is positively cor-

related with parameter C. The expected revenues’ maximums are achieved when the adjustable parameters are 

equal to 1.  

The revenue of the linear model is a concave function with respect to Q0/a1. Figure 4 depicts weighted 

revenue 1 1 0/S a c  dependence on Q0/a1 for κ = 1,2, 2, and 2,5; 
2

0 1 1 2 1/ 4,  100,  / 4 / 3T a a  =  = = .  

 

 

Fig. 4. 1 1 0/S a c dependence on Q0 / a1 

 

As κ > 1 decreases, the duration of the shortages period also decreases, thereby mitigating associated 

penalties and enhancing the corresponding revenue.  

 

Conclusion 

 

The dynamic price control model proposed in this paper can control shortages by adjusting the factor κ. 

We derived the stochastic properties of the selling process and obtained the expected revenue that considers 

the penalties for the shortages treating unsatisfied demand as lost sales. 
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The expected revenue in (10) depends on four dimensionless system characteristics: 
2

0 1 0 1 1 2 1/ ,  / , ,  /Q a T a a   . If the initial lot size satisfies natural condition 0 1 0Ta Q = , then the number of 

the system characteristics are reduced to three, as ratio 0 1/Q a  can be represented in terms of 0 1/   and 1 .T  

These two values have a crucial influence on the revenue as Figure 3 demonstrates: an increase in 0 1/   and 

1T  leads to a higher retail price and enhances the expected revenue. 

Numerical analysis indicates that as the adjustable factor approaches 1 from above, the penalties in-

curred from stock out period reduced thereby enhancing revenue. The maximum revenue achieved when  

the adjustable factor is equal to 1, consistent with the two models in [11]. This result is quite natural, since  

the basic model ensures equality of instantaneous and average sales rates at any moment of the sales cycle, 

idealizing the situation. The papers related to the adjustable factors [10, 11, 13] aim to adapt the basic model 

to real life situations and to estimate the corresponding losses. 

Our future research will focus on addressing more detailed numerical comparisons the proposed models 

under shortages and leftovers scenarios, in order to highlight their distinctive features and support their accu-

rate application in practice. 
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Аннотация. Строятся оценки биоразнообразия в экосистемах по наблюдениям за перемещениями различ-

ных видов животных с помощью фотоловушек, по следам животных и с помощью БПЛА. В основу оценки 

биоразнообразия положена мера Шеннона (энтропия). При обработке наблюдений за моментами подходов жи-

вотных к фотоловушкам, пересечениями некоторых маршрутов и образованием следов возникает необходи-

мость учета ошибок наблюдения, вызванных неточностью работы приборов или учета, метеорологическими и 

другими факторами. Это приводит к необходимости использования модели пусассоновского потока с «закра-

шиванием» некоторых точек, построения неравенства Чебышева для различных функций от наблюдения и 

устранения из наблюдений мешающих параметров, вызванных неточностями измерения. С помощью сочета-

ния этих методов удается оценить вероятность присутствия в экосистеме отдельных видов животных и функ-

ции энтропии по этим оценкам. Доказывается сходимость по вероятности построенных оценок при увеличении 

времени наблюдения (устремлении к бесконечности).  

Ключевые слова: мешающий параметр; пуассоновский поток; закрашивание точек потока; неравенство 

Чебышева. 
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Abstract. The paper focuses on constructing estimates of biodiversity in ecosystems based on observations of the 

movements of various species of animals using camera traps, animal tracks and using UAVs. The assessment of biodi-

versity is basing on the Shannon measure (entropy). When processing observations of the moments when animals 

approach camera traps, the intersections of some routes and the formation of tracks, it becomes necessary to take into 

account observation errors caused by inaccuracies in the operation of instruments or metering, meteorological and other 

factors. This leads to the need to use the Poisson flow model with "coloring over" some points, to construct Chebyshev`s 

inequality for various functions from observations, and eliminate interfering parameters from observations caused  
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by measurement inaccuracies. Using a combination of these methods, it is possible to estimate the probability of  

the presence of individual animal species in the ecosystem and the entropy function according to these estimates. The 

convergence in probability of the constructed estimates is proving with increasing observation time (tending towards 

infinity). 

Keywords: interfering parameter; Poisson flow; coloring of flow points; Chebyshev inequality. 
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Введение 

 

В научных исследованиях последнего времени большое внимание уделяется разработке новых 

методов обработки данных наблюдений за перемещениями животных, их фиксации в определенных 

местах [1]. Такие наблюдения за животными и следами их жизнедеятельности проводятся непосред-

ственно людьми, например учеты следов животных по снегу, или дистанционно, фиксацией зверей  

с помощью фотоловушек (фотокапканов) [2, 3], в том числе и с использованием БПЛА [4, 5]. Выпол-

ненные математические расчеты позволяют рассчитывать вероятность ограничений и избирательность 

фиксации следов жизнедеятельности или самих животных при количественных оценках относитель-

ной численности зверей в пределах определенной территории. Представляется необходимым ввести 

алгоритм расчетов вероятности обнаружения следов и самих животных в рекомендации для пользова-

ния сотрудниками особо охраняемых природных территорий, в охотничьих хозяйствах и при проведе-

нии полевых исследований зоологами. 

Принципиальной особенностью всех видов учетов диких животных является невозможность 

полной фиксации и точного определения всех существующих следов животных. Причины этого раз-

нообразны, они зависят и могут быть вызваны погодными условиями, особенностью природных ланд-

шафтов, не имеющих снежного покрова, ограниченностью четкой видимости при фиксации с воздуха, 

а также физической невозможностью людей организовать учеты всех следов жизнедеятельности и тем 

более самих животных на обширных российских пространствах в природе. К другой группе ошибок 

наблюдений можно отнести технические ошибки, вызванные несовершенством работы дистанцион-

ных средств. Так, ограниченный ресурс батарей, плохие погодные условия, ограниченный обзор фото-

ловушек [6] не позволяют зафиксировать все подходы животных к фотоловушкам. Общим следствием 

вышеперечисленного является то, что для математических расчетов мы должны принять условие, что 

наблюдения лишь с какой-то вероятностью могут фиксировать присутствие животных в определенных 

точках, там, где установлены приборы. Более точная оценка такой вероятности обычно затрудни-

тельна, следовательно, при расчетах данное обстоятельство следует рассматривать как мешающий па-

раметр, который при обработке наблюдений следует каким-то образом устранить. 

Такая постановка вопроса требует определения характеристик, которые после устранения меша-

ющего параметра можно оценить. Оказывается, имеется целый перечень подобных характеристик,  

к числу которых в первую очередь можно отнести соотношение между наблюдениями в различные 

моменты времени, в различных точках наблюдения или участках территории. Например, для опреде-

ления мешающих параметров удобно воспользоваться моделью пуассоновского потока точек, которые 

могут наблюдаться или не наблюдаться из-за ошибок наблюдения с некоторой неизвестной вероятно-

стью. Наряду с этими характеристиками, определяющими пропорцию между разными наблюдениями, 

возникают характеристики типа корреляций между указанными наблюдениями и событиями в эколо-

гических системах. Наконец, очень важную роль играют характеристики разнообразия в экосистеме, 

которые также основываются на описанных неточных наблюдениях и требуют устранения мешающих 

параметров, характеризующих неточность наблюдений. Для работы с такими наблюдениями есте-
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ственно воспользоваться теоремой о раскрашивании точек пуассоновского потока [7]. Наряду с этим 

имеется большая группа статей, посвященных устранению мешающих параметров в различных наблю-

дениях [8–12]. 

Все такие исследования в экологических задачах тесно связаны с одной очень важной биологи-

ческой задачей оценки биоразнообразия в экосистемах. Этой задаче посвящено большое количество 

работ как статистических [13–16], так и биологических и экологических [17–19]. Здесь основным по-

казателем биоразнообразия выступает мера Шеннона [13] (энтропия). В данной работе приводится се-

рия прикладных экологических задач, при решении которых можно устранить мешающий параметр, 

сохранив основные характеристики экосистемы. Делается заключение о том, что необходимо таким 

образом проводить математическую обработку наблюдений, чтобы устранить этот мешающий пара-

метр. Предлагается в качестве математического инструмента работы с неточными наблюдениями, ха-

рактеризующими вероятность обнаружения следа или присутствия животных в определенных точках 

или в определенных областях территории, использовать модель пуассоновского потока точек на вре-

менной оси или в областях некоторой территории. 

 

Основные результаты 

 

Скажем, что случайная функция ( )A T  при T →  сходится по вероятности к числу a, если для 

> 0 ( ) : > ( )T T T      выполняется неравенство (| ( ) |> ) < .P A T a−    Пусть ( )n T  – количество то-

чек пуассоновского потока интенсивности , 0 < < ,    на отрезке ],[0,T  тогда имеет место сходи-

мость по вероятности:  

 ( ) , .
P

n T T T⎯⎯→ →  (1) 

Это утверждение следует из очевидного неравенства  

 2 2 2( ( ) > ) ( ) = 0, .P n T T Dn T T T T−      → →  (2) 

Перечислим свойства сходимости по вероятности, которыми будем пользоваться.   

A. Если случайная функция ( )A T  при T →  сходится по вероятности к числу a, то ( )kA T  при 

вещественном 0k   сходится по вероятности к ka, 

B. Если случайные функции ( ), =1, , ,iA T i m  при T →  сходятся по вероятности к числам ai, 

то сумма 
=1

( )
m

i
i

A T  сходится по вероятности к сумме 
=1

.
m

i
i

a  

C. Если случайные функции ( ), ( )A T B T  при T →  сходятся по вероятности к числам a, b,  

то произведение ( ) ( )A T B T  сходится по вероятности к ab. Если дополнительно потребовать 0,b    

то ( ) / ( )A T B T  сходится по вероятности к a/b. 

D. Если случайная функция ( )A T  при T →  сходится по вероятности к числу , 0 < <1,a a  то 

ln ( )A T  сходится по вероятности к ln .a  

Доказательства этих свойств основаны на использовании неравенства Чебышева подобно нера-

венству (2). Например, для доказательств свойств , , ,A B C D  при 0,k   0 < < min( , ) max( , ) <1a b a b   

строятся неравенства  

 (| ( ) |> ) = | ( ) |> ,
| |

P kA T ka P A T a
k

 
−  − 

 
 (3) 

 ( )( ( ) , ( ) ) 2 ( ) ( ) 2 ,P a A T a b B T b P a b A T B T a b−    +  −    +   + −   +  + +   (4) 

 ( )( ( ) , ( ) ) )( ) ( ) ( ) ( )( ,P a A T a b B T b P a b A T B T a b−    +  −    +   −  −    +  +   (5) 

 
( )

( ( ) , ( ) ) ,
( )

a A T a
P a A T a b B T b P

b B T b

 −  + 
−    +  −    +     

+  −  
 (6) 
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 ( ( ) ) = (ln( ) ln ( ) ln( )) =P a A T a P a A T a−    +  −    +   (7) 

= ln ln 1 ln ( ) ln ln 1 .P a A T a
a a

     
+ −   + +    

    
 

Эти неравенства позволяют определить в каждом случае величину ( ),T   входящую в понятие сходи-

мости по вероятности. Причем входящие в них слагаемые, или сомножители, или числители и знаме-

натели не предполагаются независимыми.  

Пусть ( )jn t  – количество точек пуассоновского потока интенсивности , =1, , .j j J  Полагаем, 

что все эти J потоков независимы. Каждая точка потока j с вероятностью cj фиксируется прибором j. 

Причем каждая точка потока j независимо от фиксации прибором относится к типу = 1, ,i I  с веро-

ятностью 
1

, 0 < <1, =1.
I

i i i

i

p p p
=

  Здесь прибор типа j может быть фотоловушкой, или определять след 

животного на снегу, или фиксироваться каким-либо другим прибором. А типы точек потоков соответ-

ствуют видам животных, подходящих к приборам. 

Пусть теперь jin  – количество точек потока j фиксируемого прибором j и принадлежащего к типу i. 

Используя свойства ,A B , получаем сходимость по вероятности  

( )
, , =1, , , =1, ,

ji

j j i

n T
c p T j J i I

T
→  →  

и, значит, сходимости по вероятности  

=1 =1

( )
, , =1, , .

J J
ji

i j j

j j

n T
p c T i I

T
→  →   

=1 =1 =1 =1 =1

( )
, .

m J m J J
ji

i j j j j

i j i j j

n T
p c c T

T
→  =  →     

Отсюда с помощью свойства C получаем сходимость по вероятности  

 
=1

=1 =1

( )

= , , =1, , .

( )

J

ji

j

ii m J

ji

i j

n T

p p T i I

n T

→ →




 (8) 

Из этого, используя свойства , , ,A B C D , получаем, что при T →  оценка энтропии S  сходится по 

вероятности к энтропии S, т.е.  

=1 =1

= ln = ln .
I I

P

i ii i

i i

S p p S p p− ⎯⎯→ −   

 

Заключение 
 

Полученные в работе результаты основаны на оценке вероятностей , =1, , ,ip i m  принадлежно-

сти наблюдений различным видам животных. Это является основой для построения оценки энтропии, 

характеризующей биоразнообразии экосистемы. Но сами эти вероятности также являются важными 

характеристиками экосистемы, и их можно использовать для различных биологических прогнозов. Все 

построенные оценки основаны на понятии сходимости по вероятности. Скорость этой сходимости 

можно оценивать с помощью неравенства Чебышева, точность которого определяется приведенными 

в работе неравенствами (3)–(6). 
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Abstract. In this paper, the generalization ability of deep learning models used to solve the sound source localiza-

tion problem with a spatial resolution of 10º is evaluated when the configuration settings are changed. The generaliza-

tion ability of the models was evaluated in a closed reverberant environment using an orthogonal microphone array. 

Two models were considered: SI-GCC-CNN, which is based on combining the features of sound intensity and gener-

alized cross-correlation - phase transform as input data for convolutional neural networks, and SI-CNN, which is based 

on feeding the features of the sound intensity into the convolutional neural network. Simulation and modeling results 

show that the SI-GCC-CNN model is effective in its generalization ability and outperforms the SI-CNN model, achiev-

ing an improvement in localization accuracy by 22,1% when changing the size of the room, by 15,6% when changing 

the location of the microphone array and by 32% when changing the distance between the source and the center of the 

microphone array. 

Keywords: generalization ability; deep learning models, sound source localization; reverberant environment; or-

thogonal microphone array; sound intensity; generalized cross-correlation – phase transform; convolutional neural net-

works. 
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Аннотация. Оценивается обобщающая способность моделей глубокого обучения, используемых для ре-

шения задачи локализации источника звука с пространственным разрешением 10°, при изменении настроек 

конфигурации. Обобщающая способность моделей оценивалась в замкнутой реверберирующей среде с исполь-

зованием ортогональной микрофонной решетки. Были рассмотрены две модели: SI-GCC-CNN, которая осно-

вана на объединении признаков интенсивности звука и обобщенной кросс-корреляции – фазового преобразо-

вания в качестве входных данных для сверточных нейронных сетей, и SI-CNN, которая основана на подаче 

признаков интенсивности звука в сверточную нейронную сеть. Результаты моделирования и имитации пока-

зывают, что модель SI-GCC-CNN эффективна по своей обобщающей способности и превосходит модель  
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SI-CNN, достигая улучшения точности локализации на 22,1% при изменении размера помещения, на 15,6% 

при изменении местоположения микрофонной решетки и на 32% при изменении расстояния между источни-

ком и центром микрофонной решетки. 

Ключевые слова: обобщающая способность; модели глубокого обучения; локализация источника звука; 

реверберирующая среда; ортогональная микрофонная решетка; интенсивность звука; обобщенная кросс-кор-

реляция – фазовое преобразование; сверточные нейронные сети. 
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Introduction 

 

The problem of sound source localization (SSL) can be defined as estimating the direction of acoustic 

sources or objects that reflect acoustic signals, which can be applied in various complex environments. SSL is 

an active research topic in the field of acoustic signal processing using microphone arrays, it has many practical 

applications in the fields of engineering and technology, such as automatic camera tracking for teleconferenc-

ing, human-robot interaction, hearing aids, and remote speech recognition. SSL is also of paramount im-

portance in geophysics and non-destructive testing of materials. 

To acquire acoustic signals with further analysis of their characteristics, microphone arrays are used, 

which consist of a set of microphones located in space in a certain way to obtain spatial information about the 

acoustic source. The spatio-temporal information obtained from the microphone array can be used to estimate 

various source parameters (direction, distance). 

Initially, the problem of SSL has been solved using traditional signal processing methods, such as time 

difference of arrival (TDOA) [1], delay-and-sum beamformer (DAS) [2], multiple signal classification (MU-

SIC) [3] and generalized cross-correlation - phase transform (GCC-PHAT) [4]. However, these methods have 

drawbacks due to the complexity of the acoustic characteristics of the environment, especially in the presence 

of noise and echoes [5]. In recent years, with the advent and development of deep learning (DL) methods and 

deep neural networks (DNNs) and their widespread use in the field of acoustic applications,  

a new vector for the development of SSL has been outlined. 

The main advantage of SSL based on DL methods is the inclusion of information on acoustic character-

istics in the learning process, while traditional methods are based only on spatial information [4]. As a result, 

data-driven methods such as DL could outperform traditional methods by dealing with large amounts of data, 

real or simulated. On the other hand, they are less able to generalize than traditional methods [5]. 

Designing DNNs for a specific application often requires exploring (and possibly combining) different 

architectures and tuning their hyperparameters. This has been the case with SSL in the last decade, and the 

evolution of DL-based SSL methods has followed the general evolution of DNNs towards more complex ar-

chitectures or new efficient models. In other words, the DNN architectures used in SSL were often inherited 

from other applications (related or more distant fields) simply because they have been shown to work well with 

acoustic signals [6]. The literature relied on the same methodology, where different models were often com-

bined (in parallel and/or sequentially), such as convolutional neural networks (CNN) [7], recurrent neural net-

work (RNN) [8], convolutional recurrent neural network (CRNN) [9] and residual neural networks (ResNet) [10]. 

The effectiveness of DL-based SSL model is determined by its ability to generalize various aspects of 

the configuration (for example, the distance between the source and the microphone array, noise levels, rever-

beration time, etc.), i.e. the ability to correctly classify new test data with features that differ from those ob-

tained during training and for different configuration settings. The ability of these models to generalize in noisy 

and reverberant environments using small-sized microphone arrays remains a challenging task. 

The use of a sound intensity (SI) vector as input features for the DL-based SSL model was first proposed 

in [11], where superior performance has been demonstrated compared to traditional methods. SI as input fea-

tures for CNN has proven its ability to work under noise and reverberation conditions when using small-sized 

microphone arrays [12], however, this deep model has not been tested for its ability to generalize when 
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changing some modeling conditions, such as room size and source distance. Although GCC-PHAT features 

do not give good localization results when working with small-sized microphone arrays, they have proven  

to be capable of generalization [13], because they depend on spatial information, while SI features depend  

on physical characteristics of sound (pressure and particle velocity). 

In [14], a deep model with a spatial resolution of 10º was proposed to solving the SSL problem in  

a closed reverberant environment by integrating SI and GCC-PHAT features as input data for CNNs to utilize 

the advantages of these features. 

In this paper, the ability of the proposed model in [14] to generalize when the configuration settings are 

changed will be tested. 

 

1. Evaluation metric 

 

In order to evaluate the effectiveness of the models, the localization accuracy is used as a performance 

measure, which is defined as: 

 

(%) 100,
p

s

N
PA

N
= 

 (1) 

where Ns represents the total number of source directions being evaluated and Np is the number of source 

directions correctly recognized. The direction of the source is considered to be correctly recognized if the 

predicted direction is within the spatial resolution of the model, that is, the deviation of the predicted direction 

from the actual direction is within ±θ0 for spatial resolution θ0 [13]. 

 

2. Evaluating the Model's Ability to Generalize 

 

The generalization ability of both the proposed model in [14] and the SI-CNN model [12] is evaluated. 

In the model SI-CNN, an improved feature extraction scheme based on SI estimation was proposed by decou-

pling the correlation between sound pressure and particle velocity components in the whitening construction, 

and feeding these features into CNN, which in turn estimates the direction of the source. 

The SI-CNN model was trained and validated under the same simulation conditions and on the same 

training and validation dataset [14]. The training sample size was 6000 samples for each of the two models, 

the validation dataset size was 1000 samples. The ability of trained models to generalize when changing the 

configuration settings (modeling conditions) that were assumed when training the models will be considered. 

Three settings will be changed (room size, microphone array location and distance between the source 

and the center of the microphone array) and the trained models will be re-evaluated on a new dataset that is 

generated taking into account the change in modeling conditions. 

 

2.1. Changing the room size (y-dimension) 

 

20 different room sizes are considered while maintaining the same shape, where the y-dimension of the 

previously defined room varies from 4 m to 20 m and in 19 equal steps. The other two dimensions x and z 

change while maintaining constant ratios with the y-dimension. Here attention is drawn to the need to vary 

RT60 corresponding to each size, according to the Sabin formula [15], as RT60 increases with the increase in 

room size, and therefore small-sized rooms reverberate less than large-sized rooms. The room size ranges from 

(6,67, 4, 1,78) m to (33,33, 20, 8,89) m. To create a test dataset, 200 sentences are randomly taken from the 

TIMIT test database and 200 random directions are generated. For each room size, 10 test samples are gener-

ated, and a total of 200 test samples are generated. The performance of the pertained models is evaluated on 

test samples corresponding to each room size. 

A graph of the localization accuracy of both the proposed model and the SI-CNN model when changing 

the size of the room is presented in Fig. 1. 
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Fig. 1. Evaluating the ability of both the proposed model and SI-CNN model to generalize when changing the room size 
 

From the simulation results presented in Fig. 1, it is clear that the proposed model proved to be effective 

in generalization when changing the size of the room and a localization accuracy with an average value  

of 99,5% was achieved, while the SI-CNN model achieved an average accuracy of 81,5%. 

 

2.2. Changing the microphone array location (Center distance) 

 

20 different locations of the center of the microphone array in the room are considered, with the location 

of the center varying from (7,5, 4,5, 1,5) m (the first location adopted in the modeling process) to (12,86, 6,86, 

0,14) m and with 19 equal steps. To create a test dataset, 200 sentences are randomly taken from the TIMIT 

test database and 200 random directions are generated. For each center location, 10 test samples are generated, 

for a total of 200 test samples. 

A graph of the models' localization accuracy when changing the microphone array location is shown in 

Fig. 2 (x-axis represents the distance between each center location of the microphone array and the first loca-

tion). 
 

 

Fig. 2. Evaluating the ability of both the proposed model and SI-CNN model to generalize  

when changing the microphone array location 
 

The proposed model achieved a localization accuracy of 100%, while the SI-CNN model achieved an 

average accuracy of 86,5%. 

 

2.3. Changing the distance between the source and the center of the microphone array (Source distance) 

 

20 different distances between the acoustic source and the center of the microphone array are considered, 

with the distance varying from 2,1 m to 4,4 m and in 19 equal steps. To create a test dataset, 200 sentences are 
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randomly taken from the TIMIT test database and 200 random directions are generated. For each distance,  

10 test samples are generated, a total of 200 test samples are generated. 

A graph of the models' localization accuracy when changing the distance between the source and the 

center of the microphone array is shown in Fig. 3. The proposed model achieved a localization accuracy  

of 99%, while the SI-CNN model achieved an average accuracy of 75%. 
 

 

Fig. 3. Evaluating the ability of both the proposed model and SI-CNN model to generalize  

when changing the distance between the source and the center of the microphone array 
 

Table shows the values of the localization accuracy metric for both the SI-CNN model and the proposed 

model with a spatial resolution of 10º when changing the room size, the location of the microphone array and 

the distance between the source and the center of the array. The average localization accuracy for each of the 

two models is calculated, and then the improvement rate in localization accuracy is calculated. 

Localization accuracy of SI-CNN model and proposed model when changing the configuration settings 

y-dimension 

(m) 
SI-CNN (%) Proposed (%) 

Center  

distance (m) 
SI-CNN (%) Proposed (%) 

Source  

distance (m) 
SI-CNN (%) Proposed (%) 

4 90 100 0 100 100 2,1 100 100 

4,84 80 100 0,49 70 100 2,22 90 90 

5,68 90 100 0,98 100 100 2,34 70 100 

6,53 60 100 1,47 80 100 2,46 80 100 

7,37 70 100 1,95 90 100 2,58 60 100 

8,21 80 100 2,44 80 100 2,71 80 100 

9,05 90 100 2,93 90 100 2,83 80 100 

9,89 100 90 3,42 100 100 2,95 70 100 

10,74 90 100 3,91 90 100 3,07 90 100 

11,58 60 100 4,4 80 100 3,19 90 100 

12,42 90 100 4,89 80 100 3,31 60 100 

13,26 90 100 5,37 90 100 3,43 80 100 

14,11 80 100 5,86 90 100 3,55 80 90 

14,95 90 100 6,35 60 100 3,67 60 100 

15,79 90 100 6,84 80 100 3,79 70 100 

16,63 50 100 7,33 100 100 3,92 70 100 

17,47 70 100 7,82 100 100 4,04 50 100 

18,32 70 100 8,31 100 100 4,16 90 100 

19,16 100 100 8,8 80 100 4,28 60 100 

20 90 100 9,28 70 100 4,4 70 100 

Average 81,5 99,5 Average 86,5 100 Average 75 99 
 

The simulation results shown in the table demonstrate that the proposed model is highly effective in its 

generalization ability and outperforms the SI-CNN model, achieving an improvement rate of 22,1%  

in localization accuracy when changing the room size, 15,6% when changing the location of the microphone 

array, and 32% when changing the distance between the source and the center of the microphone array. 
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Conclusion 

 

The generalizability of both the proposed model in [14] and the SI-CNN model based on the feeding  

of SI features into CNN was evaluated when changing the configuration settings. The simulation results 

demonstrated that the proposed model is highly effective and outperforms the SI-CNN model, and also 

achieves better performance in generalization ability when changing settings, especially the distance between 

the source and the center of the array. An improvement rate in localization accuracy was achieved by 22,1% 

when changing the size of the room, by 15,6% when changing the location of the microphone array and  

by 32% when changing the distance between the source and the center of the microphone array. 

Finally, after the effectiveness of the proposed model in generalization has been proven, future work 

will be to extend the proposed model to be able to localize multiple sound sources. This can be achieved 

through integration between the proposed model and a model for separating multiple sound sources, where  

a method will be applied to separate the sound sources, and then the proposed model will be applied to each 

source to estimate its direction. 

 

References 

 

1. Zhu, N. & Reza, T. (2019) A modified cross-correlation algorithm to achieve the time difference of arrival in sound source locali-

zation. Measurement and Control. 52(3-4). pp. 212–221. DOI: 10.1177/0020294019827977 

2. Chiariotti, P., Martarelli, M. & Castellini, P. (2019) Acoustic beamforming for noise source localization – Reviews, methodology 

and applications. Mechanical Systems and Signal Processing. 120. pp. 422–448. 

3. Zhong, Y., Xiang, J., Chen, X., Jiang, Y. & Pang, J. (2018) Multiple Signal Classification-Based Impact Localization in Composite 

Structures Using Optimized Ensemble Empirical Mode Decomposition. Applied Sciences. 8(9). pp. 1447. 

4. Desai, D. & Mehendale, N. (2022) A Review on Sound Source Localization Systems. Archives of Computational Methods in Engi-

neering. 29(7). pp. 4631–4642. DOI: 0.1007/s11831-022-09747-2 

5. Shahoud, G.M. & Agafonov, E.D. (2024) Analysis of Approaches and Methods to Acoustic Sources Localization. Journal of Siberian 

Federal University. Engineering & Technologies. 17(3). pp. 380–398. 

6. Grumiaux, P.A., Kitić, S., Girin, L. & Guérin, A. (2022) A survey of sound source localization with deep learning methods. Journal 

of the Acoustical Society of America. 152(1). pp. 107–151. 

7. Nguyen, T.N.T., Gan, W.S., Ranjan, R. & Jones, D.L. (2020) Robust source counting and DOA estimation using spatial pseudo-

spectrum and convolutional neural network. IEEE/ACM Transactions on Audio, Speech, and Language Processing. 28. pp. 2626–

2637. DOI: 10.1109/TASLP.2020.3019646 

8. Nguyen, T.N.T., Nguyen, N.K., Phan, H., Pham, L., Ooi, K., Jones, D.L. & Gan, W.S. (2021) A general network architecture for 

sound event localization and detection using transfer learning and recurrent neural network. ICASSP 2021-2021 IEEE International 

Conference on Acoustics, Speech and Signal Processing (ICASSP). pp. 935–939. DOI: 10.1109/ICASSP39728.2021.9414602 

9. Adavanne, S., Politis, A., Nikunen, J. & Virtanen, T. (2018) Sound event localization and detection of overlapping sources using 

convolutional recurrent neural networks. IEEE Journal of Selected Topics in Signal Processing. 13(1). pp. 34–48. 

10. He, W., Motlicek, P. & Odobez, J.M. (2019) Adaptation of multiple sound source localization neural networks with weak supervi-

sion and domain-adversarial training. ICASSP 2019-2019 IEEE International Conference on Acoustics, Speech and Signal  

Processing (ICASSP). pp. 770–774. 

11. Perotin, L., Serizel, R., Vincent, E. & Guérin, A. (2018) CRNN-based joint azimuth and elevation localization with the Ambisonics 

intensity vector. 2018 16th International Workshop on Acoustic Signal Enhancement (IWAENC). pp. 241–245. DOI: 

10.1109/IWAENC.2018.8521403 

12. Liu, N., Chen, H., Songgong, K. & Li, Y. (2021) Deep learning assisted sound source localization using two orthogonal first-order 

differential microphone arrays. Journal of the Acoustical Society of America. 149(2). pp. 1069–1084. DOI: 10.1121/10.0003445 

13. Li, Q., Zhang, X. & Li, H. (2018) Online direction of arrival estimation based on deep learning. 2018 IEEE International Conference 

on Acoustics, Speech and Signal Processing (ICASSP). pp. 2616–2620. DOI: 10.1109/ICASSP.2018.8461386 

14. Shahoud, G.M. & Agafonov, E.D. (2024) A combined model for localizing acoustic sources using deep learning technology. Vestnik 

Tomskogo gosudarstvennogo universiteta. Upravlenie, vychislitelnaya tekhnika i informatika – Tomsk State University Journal  

of Control and Computer Science. 68. pp. 100–111. DOI: 10.17223/19988605/68/11 

15. Ciaburro, G. & Iannace, G. (2021) Acoustic characterization of rooms using reverberation time estimation based on supervised 

learning algorithm. Applied Sciences. 11(4). Art. 1661. DOI: 10.3390/app11041661 

 

Information about the authors:  

Shahoud Ghiath M. (Post-Graduate Student, Siberian Federal University, Krasnoyarsk, Russian Federation). E-mail: ghiathlovealaa 

@gmail.com 



Shahoud G.M., Agafonov E.D. Evaluating the generalization ability of deep learning models  

113 

Agafonov Evgeniy D. (Doctor of Technical Sciences, Professor, Siberian Federal University, Krasnoyarsk, Russian Federation).  

E-mail: eagafonov@sfu-kras.ru 

 

Contribution of the authors: the authors contributed equally to this article. The authors declare no conflicts of interests. 

 

Информация об авторах: 

Шаход Джиах Михаил − аспирант кафедры систем автоматики, автоматизированного управления и проектирования 

Института космических и информационных технологий Сибирского федерального университета (Красноярск, Россия).  

E-mail: ghiathlovealaa@gmail.com 

Агафонов Евгений Дмитриевич − доктор технических наук, профессор кафедры систем автоматики, автоматизированного 

управления и проектирования Института космических и информационных технологий Сибирского федерального универси-

тета (Красноярск, Россия). E-mail: evgeny.agafonov@mail.ru 

 

Вклад авторов: все авторы сделали эквивалентный вклад в подготовку публикации. Авторы заявляют об отсутствии 

конфликта интересов. 

 

Received 21.04.2025; accepted for publication 02.09.2025 

 

Поступила в редакцию 21.04.2025; принята к публикации 02.09.2025 

 

 

 

 



© Д.В. Ефанов, 2025 

ВЕСТНИК ТОМСКОГО ГОСУДАРСТВЕННОГО УНИВЕРСИТЕТА 

2024               Управление, вычислительная техника и информатика               № 72 

 

ПРОЕКТИРОВАНИЕ И ДИАГНОСТИКА  

ВЫЧИСЛИТЕЛЬНЫХ СИСТЕМ 
 

DESIGNING AND DIAGNOSTICS OF COMPUTER SYSTEMS 
 

Научная статья 

УДК 681.518.5 + 004.052.32 

doi: 10.17223/19988605/72/12 

 

Использование равновесного кода «1 из 4» при синтезе самопроверяемых схем 

встроенного контроля на основе логической коррекции сигналов 
 

Дмитрий Викторович Ефанов 
 

Санкт-Петербургский политехнический университет Петра Великого, Санкт-Петербург, Россия  

Российский университет транспорта, Москва, Россия 

Ташкентский государственный транспортный университет, Ташкент, Узбекистан 

TrES-4b@yandex.ru 

 

Аннотация. Предложен способ получения группы методов синтеза самопроверяемых дискретных 

устройств со схемами встроенного контроля, синтезируемыми на основе логической коррекции сигналов и 

равновесного кода «1 из 4». Схемы встроенного контроля строятся для групп, состоящих из четырех выходов 

объекта диагностирования. В отличие от известных методов подразумевается коррекция сигналов в схеме 

встроенного контроля от всех четырех выходов из выделенной группы выходов объекта диагностирования, что 

позволяет получить большое количество методов синтеза схемы встроенного контроля. Показано, как устанав-

ливается зависимость между значениями, формируемыми на выходах блока вычисления функций коррекции, 

и значениями, формируемыми на выходах объекта диагностирования, учитывающая подачу проверяющих те-

стов на элементы преобразования и тестер в схеме встроенного контроля в процессе эксплуатации самопрове-

ряемого устройства. Приводится пример установления такой зависимости, а также определены множества про-

веряющих тестов для схемы встроенного контроля. Показано, что для полной проверки схемы встроенного 

контроля требуется не более восьми рабочих комбинаций, генерируемых на выходах объекта диагностирова-

ния. Полученные в статье результаты могут использоваться при разработке самопроверяемых дискретных 

устройств на различной элементной базе. 

Ключевые слова: самопроверяемые дискретные устройства; схема встроенного контроля; логическая  

коррекция сигналов; равновесный код «1 из 4»; контроль вычислений на выходах дискретных устройств. 
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Abstract. In this paper proposed a method for obtaining a group of methods for synthesizing self-checking discrete 

devices with concurrent error-detection (CED circuit) synthesized based on Boolean signal correction and a «1-out-of-4» 

constant-weight code. The CED circuits are made for groups that consist of four outputs from the diagnostic object. As 

opposed known methods, it implies correction of signals in the CED circuit from all four outputs from a selected group 

of diagnostic object outputs, which allows obtaining a mass of methods for synthesizing a CED circuit. Also, author 

showing how the relationship is established between the values formed at the correction computing check unit outputs 

and the values formed at the outputs of the diagnostic object, considering the supply of detection test set to the gates 

and the checker in the CED circuit during operation of the self-checking device. An example of establishing such a 

dependence is given, and detection test set for the CED circuit are defined. It is shown that no more than eight working 

combinations generated at the outputs of the diagnostic object are required for a full check the CED circuit. These 

results demonstrate the effectiveness of the proposed solutions. The results obtained in the paper can be used  

in developing self-checking discrete devices on various element bases. 

Keywords: self-checking discrete devices; concurrent error-detection circuit; Boolean signal correction;  

“1-out-of-4” constant-weight code; computing check at the discrete device’s outputs. 
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Введение 

 

Одной из ключевых задач при синтезе дискретных устройств, входящих в структуры систем кри-

тического применения, является своевременное обнаружение неисправностей и ошибок в вычисле-

ниях [1–5]. Недостаточно синтезировать устройство, действующее в соответствии с требуемым алго-

ритмом. Важно наделить его свойством фиксации корректности собственной работы, чтобы избежать 

распространения неверных данных в системе и тем самым нарушения обеспечиваемого технологиче-

ского процесса. Все остальные задачи, например формирование отказоустойчивых и самовосстанавли-

ваемых структур для устройств, решаются, как правило, с учетом возможности обнаружения ошибок, 

вызываемых неисправностями. 

Для обеспечения обнаружения неисправностей в дискретных устройствах используются различ-

ные подходы, в том числе распространено использование самопроверяемых схем встроенного кон-

троля (СВК) [6–8]. СВК решает задачу обнаружения неисправностей косвенно по оценке корректности 

вычислений на рабочих выходах исходного устройства (объекта диагностирования) или в специально 

выведенных для этого контрольных точках [9]. В качестве диагностических признаков для СВК могут 

использоваться принадлежность вычисляемых булевых функций к особым или «близким» к ним клас-

сам булевых функций [10, 11] или же принадлежность формируемых кодовых слов заранее выбранным 

двоичным блоковым равномерным кодам [12, 13]; оба диагностических признака можно комбиниро-

вать [14, 15]. 

Известны две основные структуры организации СВК. Первая (классическая и широко использу-

емая на практике) подразумевает отождествление выходов объекта диагностирования с информацион-

ными символами, которые в СВК дополняются контрольными символами так, чтобы формируемое  

в ней кодовое слово принадлежало заранее выбранному избыточному коду [9]. Контроль принадлеж-

ности формируемых кодовых слов выбранному коду осуществляется с использованием тестера [16, 

17]. Вторая структура (альтернативная) подразумевает использование логической коррекции сигналов 

(ЛКС) с выходов объекта диагностирования в СВК [18]. Ее применение позволяет преобразовать лю-

бой вектор, формируемый на выходах исходного дискретного устройства, в кодовое слово заданного 

кода [19, 20], либо же функции, реализуемые объектом диагностирования, в функции специального 

вида [10]. Альтернативная структура организации СВК на основе ЛКС позволяет гораздо проще обес-

печивать решение наиболее сложной задачи, возникающей в ходе проектирования самопроверяемого 

устройства, – наделения структуры СВК свойством самопроверяемости. Примеры и эксперименты  

mailto:TrES-4b@yandex.ru


Проектирование и диагностика вычислительных систем / Designing and diagnostics of computer systems 

116 

с тестовыми схемами показывают, что ее использование позволяет решать задачу обеспечения само-

проверяемости даже тогда, когда этого невозможно добиться с использованием классической струк-

туры и широко известных методов, например дублирования или контроля вычислений по классиче-

ским кодам с суммированием [21].  

Настоящая статья раскрывает особенности получения целой группы методов организации СВК 

на основе ЛКС с применением равновесного кода «1 из 4», дающих возможность простого синтеза 

самопроверяемых устройств и дополняющих известные способы использования данного кода в анало-

гичных задачах. 

 

1. Структура организации схемы встроенного контроля  

на основе логической коррекции сигналов 

 

В [22] предложена, а затем описана в большом количестве работ, включая монографию [18], 

структура организации СВК для комбинационных составляющих (комбинационных схем) дискретных 

устройств, основанная на логической коррекции сигналов (ЛКС). Она представлена на рис. 1. 
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Рис. 1. Структура организации СВК на основе ЛКС 

Fig. 1. The structure of the organization of the CED system based on the Boolean signal correction 
 

В описываемой структуре объектом диагностирования является блок F(X). На входы данного 

блока поступают комбинации <xt xt–1 ... x2 x1> = <X>, а на выходах формируются значения булевых 

функций fi(X), 1, .i n=  Объект диагностирования снабжен СВК, состоящей из трех функциональных 

блоков. Блок G(X) является блоком вычисления значений функций коррекции сигналов и формирует 

значения булевых функций gi(X), ,,1 ni =  предназначенных для коррекции сигналов от объекта диагно-

стирования. Одноименные выходы блоков F(X) и G(X) подключены к входам двухвходовых элементов 

коррекции сигналов, которые реализуют функцию сложения по модулю 2 (XOR). Двухвходовые эле-

менты преобразования объединены в блок коррекции сигналов (БКС). На выходах БКС, таким образом, 

при подаче на входы какой-либо комбинации <X> формируются следующие сигналы: 

 ( ) ( ) ( ) .,1, niXgXfXh iii ==  (1) 

По сути, преобразование (1) позволяет вектор <fn(X) fn–1(X) ... f2(X) f1(X)> = <F>, формируемый на 

выходах блока F(X), трансформировать в вектор <hn(X) hn–1(X) ... h2(X) h1(X)> = <H>, наделяемый осо-

быми свойствами, например принадлежности заданному двоичному равномерному коду. Принадлеж-

ность этого вектора выбранному коду проверяется с помощью тестера TSC (totally self-checking 

checker), выходы z0(X) и z1(X) которого являются и контрольными выходами СВК. На выходах тестера 

фиксируется парафазный сигнал <01> или <10>. Если в объекте диагностирования или элементах СВК 

будет присутствовать неисправность или появится ошибка в вычислениях, вызванная внешними 
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дестабилизирующими факторами, то на выходах z0(X) и z1(X) будет установлен непарафазный сигнал 

<00> или <11>. 

Для обеспечения самопроверяемости всей системы, представленной на рис. 1, требуется соблю-

дение некоторых условий: 

1. Во-первых, структуры блоков F(X) и G(X) должны быть проверяемыми [23].  

2. Во-вторых, на входах каждого из элементов преобразования в БКС должен формироваться прове-

ряющий тест, содержащий все четыре комбинации {00, 01, 10, 11} при их канонической реализации [24].  

Здесь отметим, что при неканонической реализации с учетом свойств функции «сложение по 

модулю 2» (XOR) число тестовых комбинаций уменьшается: тестовыми будут являться комбинации 

либо из подмножества {00, 01, 11}, либо из {00, 01, 10}, либо из {00, 10, 11}, либо из {01, 10, 11}. 

Однако далее рассматривается именно каноническая реализация функции «сложение по модулю 2», 

поскольку все остальные случаи с позиции тестирования окажутся частными, а результаты, получен-

ные в настоящей статье, с легкостью смогут быть распространены и на случай применения других ре-

ализаций элементов «сложение по модулю 2». 

3. В-третьих, на входах тестера выбранного кода при эксплуатации устройства также должен фор-

мироваться проверяющий тест, определяемый выбранным кодом и способом реализации тестера [16]. 

Задача обеспечения проверяемости блоков F(X) и G(X) связана с их контролепригодной реализа-

цией таким образом, чтобы любая неисправность из установленной модели неисправностей для каж-

дого из этих устройств проявлялась на их выходах в виде искажений сигналов хотя бы на одной вход-

ной комбинации <xt xt–1 ... x2 x1>. Задачи же формирования проверяющих тестов для элементов БКС и 

тестера должны решаться в процессе проектирования СВК по разрабатываемому методу. 

Рассмотрим далее использование равновесного кода «1 из 4» (1/4-кода) для решения задачи ор-

ганизации полностью самопроверяемой СВК на основе ЛКС. 

 

2. Использование равновесного кода «1 из 4» при организации схемы встроенного контроля 

на основе логической коррекции сигналов 

 

1/4-код является одним из простейших неразделимых кодов, которые обладают рядом особенно-

стей, эффективно применяющихся при синтезе самопроверяемых структур. Множество кодовых слов 

1/4-кода включает в себя следующие булевы векторы: {0001, 0010, 0100, 1000}. Отсюда становится ясно, 

что данным кодом не обнаруживается всего 12 ошибок в кодовых словах из возможных 240, и все эти 

ошибки являются двукратными разнонаправленными (симметричными) [25]. Наиболее простой пол-

ностью самопроверяемый тестер для 1/4-кода представлен на рис. 2 [16].  

На его входы поступают кодовые векторы <h4(X) h3(X) h2(X) h1(X)>, а на выходах <z0(X) z1(X)> 

фиксируется парафазный сигнал, если вектор представляет собой кодовое слово 1/4-кода, и фиксиру-

ется непарафазный сигнал в том случае, если на входы поступил вектор, не принадлежащий 1/4-коду, 

или же возникли неисправности самого тестера. Для полной проверки тестера 1/4-кода достаточно на 

его входы подать единожды каждое из его кодовых слов. 

На рис. 3 изображена структура организации СВК на основе ЛКС с применением 1/4-кода. Она 

строится для группы из четырех выходов объекта диагностирования. 

Поскольку при организации СВК используется 1/4-код, то можно учесть тот факт, что для полу-

чения его кодового слова достаточно преобразовать три из четырех символов в кодовом слове 

<f4(X) f3(X) f2(X) f1(X)>. Это обстоятельство позволяет несколько упростить структуру организации СВК 

(рис. 4). В упрощенной структуре используется три элемента преобразования, что влияет и на струк-

турную избыточность СВК, и на выполняемые на этапе ее проектирования процедуры для обеспечения 

самопроверяемости.  

Отметим важный факт. Во всех исследованиях применения 1/4-кода до настоящей работы рас-

сматривался только такой вариант организации СВК на основе ЛКС, который подразумевает миними-

зацию числа элементов преобразования. В любых случаях их достаточно три, а в частных – два и даже 

один (см., напр: [19]). 
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Рис. 2. Тестер 1/4-кода 

Fig. 2. 1/4-code checker 
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Рис. 3. Структура организации СВК на основе ЛКС с применением 1/4-кода 

Fig. 3. The structure of the organization of the CED system based on the Boolean signal correction with 1/4-code 
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Рис. 4. Упрощенная структура организации СВК на основе ЛКС с применением 1/4-кода 

Fig. 4. Simplified structure of the organization of the CED system based on the Boolean signal correction with 1/4-code 

 

Первой работой, в которой описано использование ЛКС совместно с неразделимыми кодами, по 

всей видимости, является статья [22]. В ней приведены особенности использования любых равновес-

ных кодов для организации СВК на основе ЛКС. На примере контроля шестивыходного устройства 
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показано, что использование классической структуры с дополнением сигналов от объекта диагности-

рования контрольными сигналами не всегда дает возможность синтеза полностью самопроверяемых 

структур, и показано эффективное использование в этих целях ЛКС и равновесного кода «1 из 6». В этой 

же статье представлен способ синтеза СВК на основе ЛКС с применением 1/4-кода, в основе которого 

лежит следующая зависимость между значениями функций коррекции сигналов и функций, описыва-

ющих выходы объекта диагностирования: 

 

( )
( ) ( ) ( )
( ) ( ) ( )( ) ( )

( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( ) ( )

4

3 4 3

2 4 3 2

1 4 3 2 1 4 3 2 1

0;

;

;

.

g X

g X f X f X

g X f X f X f X

g X f X f X f X f X f X f X f X f X

 =
 =
 = 

 =      

 (2) 

Следует обратить внимание на то, что нумерация выходов в настоящей работе отличается от 

нумерации выходов, принятой в [19, 22], и сделана слева направо, как это и принято при нумерации 

разрядов в кодовых векторах. Поэтому в системе функций (2) нумерация функций изменена по срав-

нению с источником. Для полного соответствия изложенного работе [19, 22] нужно выполнить замену 

индексов функций: 4 → 1, 3 → 2, 2 → 3, 1 → 4. 

Пользуясь (2), получим сигналы, формируемые на линиях СВК, синтезированной на основе ЛКС 

с применением 1/4-кода, с условием формирования полного множества четырехбитных кодовых век-

торов на выходах объекта диагностирования (табл. 1). 

Из табл. 1 следует, что на выходах БКС формируется полное множество кодовых слов 1/4-кода. 

Однако читатель может обратить внимание на последние три столбца таблицы, где приведены тесто-

вые комбинации элементов преобразования: для элементов XOR3 и XOR2 невозможно сформировать 

комбинации <01> и <10>. Другими словами, использование (2) не позволяет синтезировать полностью 

самопроверяемые СВК на основе ЛКС. Обратите внимание на табл. 2 из [19]. Из сравнения столбцов fi 

и gi становится ясным, что для рассмотренного авторами примера (как, впрочем, и для любого примера) 

не обеспечивается самопроверяемость всех элементов преобразования. 

Т а б л и ц а  1   

Сигналы на линиях СВК, полученные при использовании системы функций (2) 

Выходы F(X) Выходы G(X) Выходы БКС 
Тестовые комбинации  

элементов преобразования 

f 4
(X
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f 3
(X
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f 2
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f 1
(X
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f 3

(X
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3
(X
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<
f 2

(X
) 

g
2
(X

)>
 

<
f 1

(X
) 

g
1
(X

)>
 

0 0 0 0 0 0 0 1 0 0 0 1 00 00 01 

0 0 0 1 0 0 0 0 0 0 0 1 00 00 10 

0 0 1 0 0 0 0 0 0 0 1 0 00 10 00 

0 0 1 1 0 0 0 1 0 0 1 0 00 10 11 

0 1 0 0 0 0 0 0 0 1 0 0 10 00 00 

0 1 0 1 0 0 0 1 0 1 0 0 10 00 11 

0 1 1 0 0 0 1 0 0 1 0 0 10 11 00 

0 1 1 1 0 0 1 1 0 1 0 0 10 11 11 

1 0 0 0 0 0 0 0 1 0 0 0 00 00 00 

1 0 0 1 0 0 0 1 1 0 0 0 00 00 11 

1 0 1 0 0 0 1 0 1 0 0 0 00 11 00 

1 0 1 1 0 0 1 1 1 0 0 0 00 11 11 

1 1 0 0 0 1 0 0 1 0 0 0 11 00 00 

1 1 0 1 0 1 0 1 1 0 0 0 11 00 11 

1 1 1 0 0 1 1 0 1 0 0 0 11 11 00 

1 1 1 1 0 1 1 1 1 0 0 0 11 11 11 



Проектирование и диагностика вычислительных систем / Designing and diagnostics of computer systems 

120 

В [21, 26] считается, что сигналы на выходах БКС изначально не определены, а задача синтеза 

СВК решается подбором доопределяемых значений функций на выходах БКС так, чтобы были обеспе-

чены условия тестируемости элементов преобразования. Кроме того, в [21] сформулирована и доказана 

теорема, определяющая условия тестируемости элементов преобразования и тестера при организации 

СВК на основе равновесных кодов «1 из n», где n ≥ 3 – число выходов в контролируемой группе. 

Явным недостатком метода [19, 22], проявляющимся при попытках автоматизации расчетов, яв-

ляется необходимость подбора значений на выходах БКС по некоторому правилу для обеспечения те-

стируемости элементов преобразования и тестера 1/4-кода. Поэтому в [27] описана группа методов, 

базирующихся на установлении зависимости между значениями функций, описывающих выходы 

блока вычисления функций коррекции в СВК, и функций, реализуемых на выходах объекта диагности-

рования. Эта зависимость, в отличие от (2), учитывает необходимость формирования проверяющего 

теста для каждого элемента преобразования. Авторами предложен и научно обоснован подход, позво-

ляющий сформировать 72 варианта синтеза СВК на основе ЛКС с применением 1/4-кода с использо-

ванием зависимости между значениями функций, описывающих выходы блока вычисления функций 

коррекции сигналов, и функций, реализуемых на выходах объекта диагностирования. Один из таких 

вариантов рассмотрен подробнее: 
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(3) 

Также доказано, что для обеспечения полной самопроверяемости СВК необходимо формирова-

ние на выходах объекта диагностирования не менее семи конкретных векторов. Это требуется для 

обеспечения полной проверки элементов БКС и тестера в структуре СВК. 

Еще в одной статье [28] приводится метод синтеза СВК на основе ЛКС с применением 1/4-кода, 

который подразумевает изначальную неопределенность в значениях функций на выходах БКС на вход-

ных комбинациях. Он связан с пошаговым доопределением значений функций на каждой входной ком-

бинации с учетом введения неопределенностей для некоторых значений доопределяемых функций,  

последующей минимизации функций коррекции, проверкой формирования полного множества прове-

ряющих комбинаций и, при необходимости, выполнением иного доопределения значений функций на 

выходах БКС для обеспечения формирования полного теста соответствующего элемента преобразова-

ния. Здесь процедуры доопределения оказываются частично автоматизированными за счет установления 

зависимости между значениями функций, формируемых на выходах БКС. Тем не менее присутствуют 

частично определенные булевы функции, что требует дополнительного анализа для однозначного до-

определения их значений на полном множестве входных комбинаций. 

Исследования автора настоящей статьи показывают, что существует еще один подход к формиро-

ванию целой группы методов синтеза СВК, основанных на установлении зависимости между функциями, 

описывающими выходы блока вычисления функций коррекции в СВК, и функциями, реализуемыми 

на выходах объекта диагностирования. И здесь используется уже СВК с преобразованием сигналов  

с четырех выходов объекта диагностирования (см. рис. 3). Использование описываемых далее резуль-

татов существенно расширяет число способов синтеза самопроверяемых СВК на основе ЛКС с приме-

нением 1/4-кода, а полученные автором результаты восполняют пробел в теории синтеза СВК на ос-

нове ЛКС, связанный с недостатками известных методов для решения аналогичной задачи.  

 

3. Использование 1/4-кода при организации схемы встроенного контроля на основе логической 

коррекции сигналов с преобразованием всех сигналов от объекта диагностирования 

 

Рассмотрим все возможные двоичные векторы, которые могут быть сформированы на выходах объ-

екта диагностирования. Они приведены в табл. 2. Также в табл. 2 представлены тестовые комбинации, 
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формирующиеся на входах элементов преобразования в виде двухбитного вектора, где первый символ 

соответствует значению функции fi(X), а второй – значению функции gi(X), i   {1, 2, 3, 4}. Знаком «~» 

показаны значения, которые на данном этапе не определены, поскольку связаны с тем, в какой именно 

вектор будет осуществлено преобразование исходного вектора <F>. 

Т а б л и ц а  2   

Векторы, формируемые на выходах объекта диагностирования,  

и тестовые комбинации элементов преобразования 

f4(X) f3(X) f2(X) f1(X) XOR4 XOR3 XOR2 XOR1 

0 0 0 0 0~ 0~ 0~ 0~ 

0 0 0 1 0~ 0~ 0~ 1~ 

0 0 1 0 0~ 0~ 1~ 0~ 

0 0 1 1 0~ 0~ 1~ 1~ 

0 1 0 0 0~ 1~ 0~ 0~ 

0 1 0 1 0~ 1~ 0~ 1~ 

0 1 1 0 0~ 1~ 1~ 0~ 

0 1 1 1 0~ 1~ 1~ 1~ 

1 0 0 0 1~ 0~ 0~ 0~ 

1 0 0 1 1~ 0~ 0~ 1~ 

1 0 1 0 1~ 0~ 1~ 0~ 

1 0 1 1 1~ 0~ 1~ 1~ 

1 1 0 0 1~ 1~ 0~ 0~ 

1 1 0 1 1~ 1~ 0~ 1~ 

1 1 1 0 1~ 1~ 1~ 0~ 

1 1 1 1 1~ 1~ 1~ 1~ 

 

Каждый вектор <F> может быть преобразован в кодовые слова <H>, принадлежащие 1/4-коду 

четырьмя способами: в векторы <0001> – α, <0010> – β, <0100> – γ и <1000> – δ. Преобразования 

осуществляются при подаче на входы объекта диагностирования векторов <X>. При этом на каждом 

входном векторе <X> может сформироваться только один из векторов <H>. Припишем каждому век-

тору <F> индекс i, соответствующий десятичному эквиваленту вектора двоичного числа, записываемому 

в нем. Условимся обозначать буквами    , 0,1, ...,15 , , , , ,j
ia i j       каждый из вариантов преобра-

зования i-го вектора, формируемого на выходах объекта диагностирования, в j-е кодовое слово 1/4-кода. 

Можно преобразовать каждый i-й вектор, формируемый на выходах объекта диагностирования, 

в j-е кодовое слово 1/4-кода четырьмя способами. Всего преобразуемых векторов 16. Тогда существует 

416 = 4 294 967 296 вариантов преобразований. Однако не все они будут устраивать условиям обеспе-

чения тестируемости элементов СВК. В табл. 3 приведены для каждого элемента преобразования все 

тестовые комбинации, а также для каждого вектора, формируемого на выходах объекта диагностиро-

вания, указано, какие варианты преобразования дают ту или иную тестовую комбинацию. Тогда из 

табл. 3 непосредственно можно выделить условия, выполнение которых обеспечит тестируемость каж-

дого из элементов преобразования. 

Для каждого элемента преобразования должны быть выполнены условия формирования хотя бы 

единожды каждой тестовой комбинации.  

Для XOR4, XOR3, XOR2, XOR1 это означает выполнение хотя бы единожды следующих условий 

соответственно: 

 
  ( )
  ( )

, 0, 1, 2, 3, 4, 5, 6, 7 , : 1,

, 8, 9, 10, 11, 12, 13, 14, 15 , : 1.

k lk k

k lk k

k l k l a a a a

k l k l a a a a

   

   

     =


     =


 (4) 

 
  ( )
  ( )

, 0, 1, 2, 3, 8, 9, 10, 11 , : 1,

, 4, 5, 6, 7,12, 13, 14, 15 , : 1.

k kk l

k kk l

k l k l a a a a

k l k l a a a a

   

   

     =


     =


 (5) 
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  ( )
  ( )

, 0, 1, 4, 5, 8, 9, 12, 13 , : 1,

, 2, 3, 6, 7,10, 11, 14, 15 , : 1.

k kk l

k kk l

k l k l a a a a

k l k l a a a a

   

   

     =


     =


 (6) 

 
  ( )
  ( )

, 0, 2, 4, 6, 8, 10, 12, 14 , : 1,

, 1, 3, 5, 7, 9, 11, 13, 15 , : 1.

k lk k

k lk k

k l k l a a a a

k l k l a a a a

   

   

     =


     =


 (7) 

Т а б л и ц а  3   

Условия формирования тестовых комбинаций для элементов преобразования 

<F> 
XOR4 XOR3 XOR2 XOR1 

00 01 10 11 00 01 10 11 00 01 10 11 00 01 10 11 

0000 α, β, γ δ – – α, β, δ γ – – α, γ, δ β – – β, γ, δ α – – 

0001 α, β, γ δ – – α, β, δ γ – – α, γ, δ β – – – – α β, γ, δ 

0010 α, β, γ δ – – α, β, δ γ – – – – β α, γ, δ β, γ, δ α – – 

0011 α, β, γ δ – – α, β, δ γ – – – – β α, γ, δ – – α β, γ, δ 

0100 α, β, γ δ – – – – γ α, β, δ α, γ, δ β – – β, γ, δ α – – 

0101 α, β, γ δ – – – – γ α, β, δ α, γ, δ β – – – – α β, γ, δ 

0110 α, β, γ δ – – – – γ α, β, δ – – β α, γ, δ β, γ, δ α – – 

0111 α, β, γ δ – – – – γ α, β, δ – – β α, γ, δ – – α β, γ, δ 

1000 – – δ α, β, γ α, β, δ γ – – α, γ, δ β – – β, γ, δ α – – 

1001 – – δ α, β, γ α, β, δ γ – – α, γ, δ β – – – – α β, γ, δ 

1010 – – δ α, β, γ α, β, δ γ – – – – β α, γ, δ β, γ, δ α – – 

1011 – – δ α, β, γ α, β, δ γ – – – – β α, γ, δ – – α β, γ, δ 

1100 – – δ α, β, γ – – γ α, β, δ α, γ, δ β – – β, γ, δ α – – 

1101 – – δ α, β, γ – – γ α, β, δ α, γ, δ β – – – – α β, γ, δ 

1110 – – δ α, β, γ – – γ α, β, δ – – β α, γ, δ β, γ, δ α – – 

1111 – – δ α, β, γ – – γ α, β, δ – – β α, γ, δ – – α β, γ, δ 

 

Следуя за условиями (4)–(7) и анализируя табл. 3, сделаем такие выводы:  

а) можно преобразование <F> → <H> выполнить с учетом обеспечения формирования проверя-

ющего теста для элемента XOR4 таким образом, чтобы формировалось подмножество кодовых слов 

1/4-кода {0001, 1000}, либо {0010, 1000}, либо {0100, 1000}; 

б) можно преобразование <F> → <H> выполнить с учетом обеспечения формирования проверя-

ющего теста для элемента XOR3 таким образом, чтобы формировалось подмножество кодовых слов 

1/4-кода {0001, 0100}, либо {0010, 0100}, либо {1000, 0100}; 

в) можно преобразование <F> → <H> выполнить с учетом обеспечения формирования проверя-

ющего теста для элемента XOR2 таким образом, чтобы формировалось подмножество кодовых слов 

1/4-кода {0001, 0010}, либо {0100, 0010}, либо {1000, 0010}; 

г) можно преобразование <F> → <H> выполнить с учетом обеспечения формирования проверя-

ющего теста для элемента XOR1 таким образом, чтобы формировалось подмножество кодовых слов 

1/4-кода {0010, 0001}, либо {0100, 0001}, либо {1000, 0001}. 

Отсюда явно следует 

Утверждение 1. При обеспечении формирования проверяющих тестов для всех элементов пре-

образования гарантированно формируется и проверяющий тест для тестера 1/4-кода.  

Получим далее один из способов преобразования.  

Предварительно зафиксируем условие единственности выполнения преобразований: 

 : 0.i i i i i i i i i i i ii a a a a a a a a a a a a            = = = = = =  (8) 

Из данных табл. 3 и условий (4)–(7) становится понятно, что существует большое число способов 

установления зависимостей между значениями функций коррекции сигналов и функций, реализуемых на 

выходах объекта диагностирования. Получим для примера один из них. Для этого потребуется однозначно 

заполнить табл. 3 с учетом обеспечения формирования проверяющих тестов для элементов преобразования. 
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Сформируем таблицу покрытий (табл. 4). При заполнении будем учитывать, что в каждом столбце 

при выборе способа преобразования должен оказаться хотя бы один знак покрытия «×». Исходя из этого, 

получим предварительное заполнение таблицы покрытий с учетом данного условия. Будем следовать по 

шагам: 

1. Рассмотрим получение тестовых комбинаций <01> и <10> для элемента XOR4, поскольку они 

получаются при единственном способе преобразования: <F> → <1000>. На комбинациях с десятич-

ными эквивалентами {0, 1, 2, 3, 4, 5, 6, 7} и {8, 9, 10, 11, 12, 13, 14, 15} требуется единожды выполнить 

такое преобразование. Заполним табл. 4 знаками покрытия для строк с десятичными эквивалентами 7 и 8, 

а в скобках укажем способ преобразования. 

2. Так как способ преобразования в строке согласно условию (8) единственный, то можно опре-

делить, какие комбинации дает такое заполнение для других элементов преобразования. Выполним это 

и укажем аналогично знаками покрытия и в скобках способом преобразования в соответствующих 

столбцах для каждого элемента преобразования. Для каждого из элементов преобразования XOR3, 

XOR2, XOR1 формируется по две комбинации <00> и <11>. 

3. Для элемента XOR3 две тестовые комбинации уже сформированы. Требуется сформировать 

комбинации <01> и <10>. Это реализуется в единственном случае преобразования: <F> → <0100>. На ком-

бинациях с десятичными эквивалентами {0, 1, 2, 3, 8, 9, 10, 11} и {4, 5, 6, 7, 12, 13, 14, 15} требуется еди-

ножды выполнить такое преобразование. Заполним табл. 4 знаками покрытия для строк с десятичными 

эквивалентами 3 и 12, а в скобках укажем способ преобразования. Такой способ заполнения неслучаен: 

именно на противоположных половинах таблицы оказываются подмножества {0, 1, 2, 3, 4, 5, 6, 7} и 

{8, 9, 10, 11, 12, 13, 14, 15}, для которых формируются комбинации <00> и <11> элемента XOR4. 

4. Аналогично п. 2 укажем для элементов преобразования, получаемые при заполнении строк  

с номерами 3 и 4 вариантом γ тестовые комбинации. После указанного заполнения для элементов XOR4 

и XOR3 сформированы все тестовые комбинации, а для элементов XOR2 и XOR1 остаются комбинации 

<01> и <10>. 

Т а б л и ц а  4   

Таблица покрытий после первого этапа заполнения 

<F> 
XOR4 XOR3 XOR2 XOR1 

00 01 10 11 00 01 10 11 00 01 10 11 00 01 10 11 

0000 × (α)       × (α)       × (α)         × (α)      

0001 × (β)       × (β)          × (β)           × (β) 

0010                                 

0011 × (γ)          × (γ)           × (γ)       × (γ) 

0100                                

0101                                 

0110                                 

0111   × (δ)           × (δ)       × (δ)       × (δ) 

1000      × (δ)   × (δ)       × (δ)       × (δ)       

1001                                 

1010                                 

1011                                 

1100       × (γ)     × (γ)     × (γ)      × (γ)       

1101                                 

1110       × (β)       × (β)     × (β)    × (β)       

1111       × (α)       × (α)       × (α)      × (α)   

 

5. Для элемента XOR2 две тестовые комбинации уже сформированы. Требуется сформировать 

комбинации <01> и <10>. Это реализуется в единственном случае преобразования: <F> → <0010>.  

На комбинациях с десятичными эквивалентами {0, 1, 4, 5, 8, 9, 12, 13} и {2, 3, 6, 7, 10, 11, 14, 15} 

требуется единожды выполнить такое преобразование. Заполним табл. 4 знаками покрытия для строк 

с десятичными эквивалентами 2 и 14, а в скобках укажем способ преобразования. 
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6. Заполним для всех элементов преобразования столбцы, соответствующие формируемым те-

стовым комбинациям, способом преобразования β.  

7. Для элемента XOR1 две тестовые комбинации уже сформированы. Требуется сформировать 

комбинации <01> и <10>. Это реализуется в единственном случае преобразования: <F> → <0001>. 

Сформируем их на строках с номерами 1 и 15. 

Преобразования <F> → <H> однозначно установлены для восьми векторов, формируемых на 

выходах объекта диагностирования, составляющих множество {0000, 0001, 0011, 0111, 1000, 1100, 

1110, 1111}. Такое доопределение обеспечивает условия тестируемости элементов преобразования и 

тестера в СВК. Однако требуется заполнить таблицу покрытий и на оставшихся строках, поскольку 

необходимо обеспечить формирование кодовых слов 1/4-кода. 

Утверждение 2. Для обеспечения тестируемости элементов преобразования и тестера в СВК 

достаточно на выходах объекта диагностирования обеспечить формирование восьми рабочих кодо-

вых векторов из множества {0000, 0001, 0011, 0111, 1000, 1100, 1110, 1111}.  

Вторым условием заполнения таблицы покрытий является то, что в каждой строке должен ока-

заться только один знак покрытия. При этом оставшиеся преобразования могут быть произвольными – 

α, β, γ, δ. Это уже при имеющемся способе преобразования восьми векторов дает 48 = 65 536 способов 

установления функциональной зависимости. 

Продолжим заполнение таблицы покрытий с учетом формирования не единожды тестовых ком-

бинаций <01> и <10> для каждого элемента преобразования: 

1. Строки с десятичными эквивалентами 2 и 13 заполним способом δ. Для элемента XOR4 будут 

сформированы тестовые комбинации <01> и <10> по два раза. 

2. Строки с десятичными эквивалентами 4 и 11 заполним способом γ. Для элемента XOR3 будут 

сформированы тестовые комбинации <01> и <10> по два раза. 

3. Строки с десятичными эквивалентами 5 и 10 заполним способом β. Для элемента XOR2 будут 

сформированы тестовые комбинации <01> и <10> по два раза. 

4. Строки с десятичными эквивалентами 6 и 9 заполним способом α. Для элемента XOR1 будут 

сформированы тестовые комбинации <01> и <10> по два раза. 

Итоговое заполнение таблицы покрытий представлено в таблице 5. 

Т а б л и ц а  5  

Таблица покрытий после второго этапа заполнения 

<F> 
XOR4 XOR3 XOR2 XOR1 

00 01 10 11 00 01 10 11 00 01 10 11 00 01 10 11 

0000 × (α)       × (α)       × (α)         × (α)      

0001 × (β)       × (β)          × (β)           × (β) 

0010   × (δ)     × (δ)             × (δ) × (δ)       

0011 × (γ)          × (γ)           × (γ)       × (γ) 

0100 × (γ)           × (γ)   × (γ)       × (γ)       

0101 × (β)             × (β)   × (β)            × (β) 

0110 × (α)             × (α)       × (α)   × (α)      

0111   × (δ)           × (δ)       × (δ)       × (δ) 

1000      × (δ)   × (δ)       × (δ)       × (δ)       

1001       × (α) × (α)       × (α)           × (α)    

1010       × (β) × (β)           × (β)    × (β)       

1011       × (γ)   × (γ)           × (γ)       × (γ) 

1100       × (γ)     × (γ)     × (γ)      × (γ)       

1101     × (δ)          × (δ) × (δ)             × (δ) 

1110       × (β       × (β)     × (β)    × (β)       

1111       × (α)       × (α)       × (α)      × (α)   
 

Из табл. 5 следует, что для каждого элемента преобразования тестовые комбинации <00> и <11> 

формируются на шести векторах, а комбинации <01> и <10> – на двух. При эксплуатации самопро-
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веряемого устройства потребуется обеспечивать появление всего восьми векторов на выходах объ-

екта диагностирования. Более того, каждое из кодовых слов 1/4-кода при таком заполнении таблицы 

покрытий формируется при использовании четырех векторов. Но, исходя из утверждения 1, доста-

точно выполнить условия по формированию тестовых комбинаций элементов преобразования, что 

обеспечит и формирование проверяющего теста для тестера в СВК. Это наилучшее заполнение с 

позиции равномерности формирования тестовых комбинаций тестера 1/4-кода и элементов преобра-

зования. 

Проверяющие тесты для элементов преобразования и тестера определяются из следующих вы-

ражений: 

 
( )( )

( )( )
4

0000 0001 0011 0100 0101 0110 0010 0111 &

& 1000 1101 1001 1010 1011 1100 1110 1111 ;

XORT =      

     
 (9) 

 
( )( )

( )( )
3

0000 0001 0010 1000 1001 1010 0011 1011 &

& 0100 1100 0101 0110 0111 1101 1110 1111 ;

XORT =      

     
 (10) 

 
( )( )

( )( )
2

0000 0100 1000 1001 1100 1101 0001 0101 &

& 1010 1110 0010 0011 0110 0111 1011 1111 ;

XORT =      

     
 (11) 

 
( )( )

( )( )
1

0010 0100 1000 1010 1100 1110 0000 0110 &

& 1001 1111 0001 0011 0101 0111 1011 1101 ;

XORT =      

     
 (12) 

 
( )( )

( )( )

1/4 0000 0110 1001 1111 0001 0101 1010 1110 &

& 0011 0100 1011 1100 0010 0111 1000 1101 .

TSCT − =      

     
 (13)  

Проверяющий тест для СВК будет определяться по формуле 

 
4 3 2 11/4 .СВК TSC XOR XOR XOR XORT T T T T T−=  (14) 

Минимальная длина проверяющего теста для СВК составляет 8. Это генерация, например, ком-

бинаций из множества, зафиксированного в утверждении 2. 

Получим далее саму зависимость между значениями функций, описывающими выходы объекта 

диагностирования, и функций коррекции сигналов. Для этого сформируем табл. 6. В таблице получены 

и значения функций коррекции сигналов, исходя из следующего соображения:  

 ( ) ( ) ( ) ( ) ( ) ( ).i i i i i i
h X f X g X g X f X h X=   =   (15) 

Путем минимизации методом Карно получим функции, описывающие выходы БКС:  

 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

4 4 3 1 4 3 1 3 2 1 3 2 1

3 3 1 3 2 2 1

2 4 1 4 2 2 1

1 4 3 2 4 3 2 3 2 1 3 2 1

;

;

;

.

g X f X f X f X f X f X f X f X f X f X f X f X f X

g X f X f X f X f X f X f X

g X f X f X f X f X f X f X

g X f X f X f X f X f X f X f X f X f X f X f X f X

 =   


=  


=  


=   

 (16) 

Элементарные преобразования позволяют несколько упростить выражения в (16), хотя это не 

столь существенно, поскольку итоговая сложность реализации функций коррекции сигналов будет  

зависеть в том числе и от сложности самих функций, формируемых на выходах объекта диагностиро-

вания:  

 

( ) ( ) ( ) ( )( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( ) ( )( )

4 4 3 1 2 3 1

3 3 2 1

2 4 2 1

1 4 3 2 1 3 2

;

;

;

.

g X f X f X f X f X f X f X

g X f X f X f X

g X f X f X f X

g X f X f X f X f X f X f X

 =   

 =


=


=   

# #

# #
 (17) 



Проектирование и диагностика вычислительных систем / Designing and diagnostics of computer systems 

126 

Т а б л и ц а  6  

Значения сигналов на выходах самопроверяемого устройства 

Выходы F(X) Выходы БКС Выходы G(X) 

f4(X) f3(X) f2(X) f1(X) h4(X) h3(X) h2(X) h1(X) g4(X) g3(X) g2(X) g1(X) 

0 0 0 0 0 0 0 1 0 0 0 1 

0 0 0 1 0 0 1 0 0 0 1 1 

0 0 1 0 1 0 0 0 1 0 1 0 

0 0 1 1 0 1 0 0 0 1 1 1 

0 1 0 0 0 1 0 0 0 0 0 0 

0 1 0 1 0 0 1 0 0 1 1 1 

0 1 1 0 0 0 0 1 0 1 1 1 

0 1 1 1 1 0 0 0 1 1 1 1 

1 0 0 0 1 0 0 0 0 0 0 0 

1 0 0 1 0 0 0 1 1 0 0 0 

1 0 1 0 0 0 1 0 1 0 0 0 

1 0 1 1 0 1 0 0 1 1 1 1 

1 1 0 0 0 1 0 0 1 0 0 0 

1 1 0 1 1 0 0 0 0 1 0 1 

1 1 1 0 0 0 1 0 1 1 0 0 

1 1 1 1 0 0 0 1 1 1 1 0 

 

Использование системы (16) или (17) позволяет синтезировать блок вычисления функций кор-

рекции сигналов G(X). При этом функции коррекции сигналов будут наделены свойством, которое 

обеспечивает тестируемость всех компонентов СВК. 

 

4. Пример синтеза схемы встроенного контроля на основе предложенного метода  

и некоторые результаты экспериментов по оценке структурной избыточности  

самопроверяемых дискретных устройств 

 

Приведем пример использования системы (16) или (17) (они устанавливают одну и ту же зави-

симость) для синтеза СВК для произвольного комбинационного устройства, заданного табл. 7. Проце-

дура синтеза, таким образом, крайне проста и не требует никакого построчного анализа работы устрой-

ства F(X). В таблице указаны сигналы на выходах самопроверяемого устройства. Как следует из ее 

анализа, на все элементы преобразования и тестер поступают проверяющие тесты. 

Объект диагностирования описывается следующими функциями (они получены при раздельной 

минимизации по методу Карно): 

( )

( )

( )

( )

4 3 2 1 4 3 2 4 3 1 4 3 2 1

3 4 3 2 1 4 2 1 3 2 1 3 2 1

2 4 2 1 4 3 1 4 3 1 3 2 1

1 4 2 1 4 2 1 3 2 1 3 2 1

;

;

;

.

f X x x x x x x x x x x x x x

f X x x x x x x x x x x x x x

f X x x x x x x x x x x x x

f X x x x x x x x x x x x x

 =   


=   


=   
 =   

 

Минимизация функций коррекции сигналов дает следующий результат: 

( )

( )

( )

( )

4 4 3 2 4 3 1 4 2 1 3 2 1 4 3 2 1

3 3 2 1 4 3 1 3 2 1

2 4 2 1 4 3 1 2 1

1 4 2 1 4 2 1 4 2 1 4 3 2

;

;

;

.

g X x x x x x x x x x x x x x x x x

g X x x x x x x x x x

g X x x x x x x x x

g X x x x x x x x x x x x x

 =    


=  


=  
 =   

 

Оценим в метрике числа входов внутренних логических элементов сложность технической реа-

лизации самопроверяемого устройства (может быть использована и другая метрика, например в числе 

транзисторов, занимаемых устройством на кристалле, или в числе литер в дизъюнктивной нормальной 
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форме каждой функции из полученных выражений, однако эти показатели имеют корреляцию с чис-

лом входов элементов) [16]. Учтем, что показатель сложности реализации элемента преобразования 

LXOR = 6 (вх.) [16], а тестера (см. рис. 2) – L1/4–TSC = 16 (вх.). Сложность объекта диагностирования оце-

нивается величиной LF(X) = 66 (вх.). Сложность блока вычисления функций коррекции LG(X) = 60 (вх.). 

Итого сложность самопроверяемого устройства оценивается величиной LCED = 66 + 60 + 4∙6 + 16 = 166 (вх.). 

Т а б л и ц а  7  

Сигналы на выходах самопроверяемого устройства и тестовые комбинации элементов преобразования 

Входы <X> Выходы F(X) Выходы G(X) Выходы БКС 
Тестовые комбинации  

элементов преобразования 

x 4
 

x 3
 

x 2
 

x 1
 

f 4
(X

) 

f 3
(X

) 

f 2
(X

) 

f 1
(X

) 

g
4
(X

) 

g
3
(X

) 

g
2
(X

) 

g
1
(X

) 

h
4
(X

) 

h
3
(X

) 

h
2
(X

) 

h
1
(X

) 

X
O

R
4
 

X
O

R
3
 

X
O

R
2
 

X
O

R
1
 

0 0 0 0 1 1 0 0 1 0 0 0 0 1 0 0 11 10 00 00 

0 0 0 1 0 0 1 0 1 0 1 0 1 0 0 0 01 00 11 00 

0 0 1 0 0 0 0 1 0 0 1 1 0 0 1 0 00 00 01 11 

0 0 1 1 0 0 0 0 0 0 0 1 0 0 0 1 00 00 00 01 

0 1 0 0 1 0 0 0 0 0 0 0 1 0 0 0 10 00 00 00 

0 1 0 1 1 1 1 1 1 1 1 0 0 0 0 1 11 11 11 10 

0 1 1 0 1 1 1 1 1 1 1 0 0 0 0 1 11 11 11 10 

0 1 1 1 0 0 0 0 0 0 0 1 0 0 0 1 00 00 00 01 

1 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 10 00 00 00 

1 0 0 1 0 0 1 1 0 1 1 1 0 1 0 0 00 01 11 11 

1 0 1 0 0 0 0 0 0 0 0 1 0 0 0 1 00 00 00 01 

1 0 1 1 1 1 1 0 1 1 0 0 0 0 1 0 11 11 10 00 

1 1 0 0 0 0 1 0 1 0 1 0 1 0 0 0 01 00 11 00 

1 1 0 1 0 1 0 1 0 1 1 1 0 0 1 0 00 11 01 11 

1 1 1 0 0 1 1 1 1 1 1 1 1 0 0 0 01 11 11 11 

1 1 1 1 0 1 0 0 0 0 0 0 0 1 0 0 00 10 00 00 
 

Если сравнивать со стандартным методом дублирования, то получаем следующую величину:  

LD =2∙66 + 4∙1 + 3∙12 = 176 (вх.). Здесь учтено, что требуются три инвертора с показателями сложности 

реализации LNOT = 1 (вх.) и 3 модуля сжатия парафазных сигналов с показателями сложности реализа-

ции LTRC = 12 (вх.) [16]. 

По показателю сложности реализации самопроверяемое устройство, построенное по предложен-

ному методу, имеет выигрыш перед устройством, синтезированным с СВК по методу дублирования: 

показатель сложности реализации для нового метода составил 96,5% от показателя сложности реали-

зации устройства с СВК на основе дублирования. Для устройств F(X) с различной конфигурацией  

элементов и большим числом выходов выигрыш может оказаться гораздо существеннее. Например,  

в табл. 8 приведены некоторые результаты экспериментов по оценке показателя структурной избыточ-

ности самопроверяемых устройств, реализованных по предложенному в статье методу (см. систему 

функций (17)), для тестовых комбинационных схем из набора MCNC Benchmarks [29]. 

Для каждой из 25 представленных в табл. 8 тестовых схем F(X) была синтезирована СВК на ос-

нове ЛКС с применением системы функций (17). Выходы F(X) разбивались последовательно в их опи-

сании в тестовой схеме, представленной в формате *.pla (аналог таблицы истинности), на группы по 

четыре выхода в каждой; оставшиеся при разбиении выходы выделялись в неполную группу «свобод-

ных» выходов. Для групп из четырех выходов строилась СВК на основе ЛКС с применением 1/4-кода, 

а «свободные» выходы контролировались на основе метода дублирования [9, 16, 18]. Контрольные вы-

ходы отдельных подсхем контроля сжимались с использованием двухвходовых модулей сжатия пара-

фазных сигналов TRC (two-rail checkers) [30] для получения единственного контрольного выхода. 

Тестовые схемы и файлы-описания элементов СВК обрабатывались с помощью известного интер-

претатора SIS и библиотеки функциональных элементов stdcell2_2.genlib [31]. Это позволило определить 

показатели сложности структурной реализации устройств (L – площади, занимаемой устройством на 



Проектирование и диагностика вычислительных систем / Designing and diagnostics of computer systems 

128 

кристалле) в условных единицах библиотеки функциональных элементов stdcell2_2.genlib. Типовые эле-

менты СВК (см. рис. 3) имеют показатели сложности реализации L1/4–TSC = 256 (усл. ед.) и LXOR = 192 (усл. ед.). 

Т а б л и ц а  8  

Результаты по оценке показателей структурной избыточности самопроверяемых устройств  

на основе предлагаемого метода  

Тестовая 

схема 

Число 

входов 

Число 

выходов 

Число 

полных 

групп 

Число «сво-

бодных» вы-

ходов 

Формула тестера 

Значения показателя площади, L (усл. ед.) 

μ, % 
F(X) G(X) Тестеры БКС 

На ос-

нове 

ЛКС 

На основе 

дублирования 

sqrt8 8 4 1 0 1/4-TSC 1 160 1 232 256 160 2 808 2 960 94,865 

sao2 10 4 1 0 1/4-TSC 3 056 2 568 256 160 6 040 6 752 89,455 

dist 8 5 1 1 1/4-TSC+TRC 9 976 6 448 448 160 17 032 20 800 81,885 

newcwp 4 5 1 1 1/4-TSC+TRC 440 584 448 160 1 632 1 728 94,444 

root 8 5 1 1 1/4-TSC+TRC 6 152 2 752 448 160 9 512 13 152 72,324 

max512 9 6 1 2 1/4-TSC+2×TRC 15 016 7 224 640 160 23 040 31 088 74,112 

dc1 4 7 1 3 1/4-TSC+3×TRC 808 632 832 160 2 432 2 880 84,444 

dekoder 4 7 1 3 1/4-TSC+3×TRC 1 128 488 832 160 2 608 3 520 74,091 

wim 4 7 1 3 1/4-TSC+3×TRC 1 104 496 832 160 2 592 3 472 74,654 

newapla2 6 7 1 3 1/4-TSC+3×TRC 600 480 832 120 2 032 2 464 82,468 

dc2 8 7 1 3 1/4-TSC+3×TRC 2 616 2 440 832 160 6 048 6 496 93,103 

newbyte 5 8 2 0 2×1/4-TSC+TRC 592 384 704 560 2 240 2 656 84,337 

mlp4 8 8 2 0 2×1/4-TSC+TRC 7 504 7 520 704 640 16 368 16 480 99,32 

f51m 8 8 2 0 2×1/4-TSC+TRC 5 176 5 528 704 640 12 048 11 824 101,894 

inc 7 9 2 1 2×1/4-TSC+2×TRC 3 160 1 712 896 640 6 408 8 000 80,1 

dk27 9 9 2 1 2×1/4-TSC+2×TRC 1 592 768 896 640 3 896 4 864 80,099 

newcpla2 7 10 2 2 2×1/4-TSC+3×TRC 1 896 1 392 1 088 640 5 016 5 680 88,31 

sqr6 6 12 3 0 3×1/4-TSC+2×TRC 2 896 2 672 1 152 1 400 8 120 8 096 100,296 

m1 6 12 3 0 3×1/4-TSC+2×TRC 2 208 1 096 1 152 1 440 5 896 6 720 87,738 

p82 5 14 3 2 3×1/4-TSC+4×TRC 2 432 1 712 1 536 1 400 7 080 7 584 93,354 

m2 8 16 4 0 4×1/4-TSC+3×TRC 7 408 4 288 1 600 2 560 15 856 17 952 88,324 

m3 8 16 4 0 4×1/4-TSC+3×TRC 8 768 5 536 1 600 2 560 18 464 20 672 89,319 

m4 8 16 4 0 4×1/4-TSC+3×TRC 17 216 8 344 1 600 2 560 29 720 37 568 79,11 

tms 8 16 4 0 4×1/4-TSC+3×TRC 6 144 3 928 1 600 2 520 14 192 15 424 92,012 

max128 7 24 6 0 6×1/4-TSC+5×TRC 13 384 4 528 2 496 4 320 24 728 31 568 78,332 

Среднее значение 86,336 

 

Для каждой тестовой схемы был вычислен относительный показатель структурной избыточно-

сти самопроверяемого устройства – доля площади, занимаемой устройством с СВК на основе ЛКС и 

1/4-кода на кристалле, от площади, занимаемой устройством с СВК на основе дублирования (показа-

тель μ, %). В среднем для 25 представленных схем он составил 86,336%. Для 17 схем показатель μ < 90%, 

среди которых 6 схем имеют показатель μ < 80%. Все это говорит о «хороших» показателях структур-

ной избыточности самопроверяемых устройств, синтезируемых по разработанному методу. 

 

Заключение 

 

До сих пор было известно 72 способа установления зависимости между значениями функций, 

формируемых на выходах блоков G(X) и F(X), в СВК на основе ЛКС для группы из четырех выходов 

при контроле вычислений по 1/4-коду [27]. При этом в БКС использовалось наименьшее достаточное 

количество элементов преобразования – три из четырех. Результаты исследований, приведенные  

в настоящей статье, позволяют расширить число способов синтеза СВК на основе ЛКС с применением 

1/4-кода и открыть более 4,2 млрд способов установления зависимостей между значениями функций, 

формируемых на выходах блоков G(X) и F(X), при использовании в БКС четырех элементов преобра-

зования. Естественно, вручную получить их все не только трудоемко, но и нецелесообразно. В статье 
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показан принцип, позволяющий установить зависимости между значениями функций, формируемых 

на выходах блоков G(X) и F(X), с учетом обеспечения формирования проверяющих тестов всех компо-

нентов СВК. Данный принцип открывает группу методов синтеза СВК на основе ЛКС с применением 

равновесного 1/4-кода.  

В представленном в статье способе установления зависимости минимальная длина проверяю-

щего теста равна восьми комбинациям из шестнадцати возможных. Таким образом, в процессе экс-

плуатации самопроверяемого устройства потребуется формировать на выходах объекта диагности-

рования половину возможных четырехбитных векторов для каждой контролируемой группы для 

обеспечения полной проверки СВК. Это, в свою очередь, накладывает ограничения на число входов 

объекта диагностирования – оно должно быть t ≥ 3. Причем даже сам случай t = 3 даст возможность 

генерации проверяющего теста для СВК только в крайне редких случаях. На практике число входов 

должно быть t ≥ 4. И чем больше входов будет у устройства, тем более просто будет сформировать 

проверяющий тест для СВК. Конечно, здесь требуют рассмотрения и отдельные частные случаи для 

устройств: например, таких устройств, на входы которых поступает неполное множество наборов 

входных аргументов. 

Отметим также, что для различных структур объектов диагностирования использование преоб-

разования максимального числа сигналов в БКС будет давать различные по показателям сложности 

СВК. Здесь нельзя однозначно сказать, будет ли эффективным применение преобразований всех сиг-

налов или только трех из четырех [27]. В каждом конкретном случае потребуется моделирование ра-

боты устройства до разработки его самопроверяемой реализации. Преобразование четырех сигналов  

в БКС может дать и более простые реализации, чем преобразование только трех из них, в том числе 

может позволить решить задачу обеспечения самопроверяемости в том случае, если этого невозможно 

добиться использованием преобразования только трех сигналов из четырех. 

Дальнейшие исследования применения самого принципа установления зависимостей между зна-

чениями функций, формируемых на выходах блоков G(X) и F(X), при организации СВК на основе ЛКС 

и 1/4-кода могут быть сосредоточены на поиске таких способов, в которых некоторые функции кор-

рекции сигналов окажутся одинаковыми, что уменьшит показатели сложности реализации блока G(X). 

Кроме того, интересными могут оказаться такие способы, которые дают равномерное (или близкое  

к таковому) распределение числа формируемых комбинаций на входах элементов преобразования и 

тестера для упрощения процедуры их тестирования в процессе эксплуатации самопроверяемого 

устройства. Интересными являются и исследования, связанные с обобщениями предложенного в ста-

тье принципа и использования его для других равновесных кодов, например кода «1 из 5», и сравнения 

с известными результатами использования данного кода для синтеза СВК на основе ЛКС [32]. В том 

числе могут быть учтены результаты работы [33], в которой путем коррекции всех сигналов в группе 

из шести выходов объекта диагностирования на основе ЛКС осуществляется контроль вычислений  

с применением взвешенных кодов с суммированием в кольце вычетов по модулю M = 4. Здесь уже 

рассмотрено применение разделимых блоковых кодов при синтезе СВК на основе ЛКС. К слову, число 

способов синтеза СВК при использовании разделимых кодов также велико, что позволяет синтезиро-

вать различные по своим характеристикам самопроверяемые устройства [34]. 

В заключение отметим, что для построения полностью самопроверяемого устройства потребу-

ется также покрыть ошибки, вызываемые неисправностями из рассматриваемой модели, на выходах 

объекта диагностирования с помощью 1/4-кода. Это требует исключения всех двукратных симметрич-

ных ошибок, возникающих в векторе <f4(X) f3(X) f2(X) f1(X)>. Принципам выделения групп выходов, 

исключающих такого рода ошибки, а также преобразованию исходных структур комбинационных 

устройств в контролепригодные структуры с учетом данного свойства посвящены статьи [35, 36], раз-

вивающие идеи работ [37–40].  

Использование представленного в статье принципа установления зависимостей между значени-

ями функций, формируемых на выходах блоков G(X) и F(X), при организации СВК на основе ЛКС и 

1/4-кода перспективно при построении самопроверяемых дискретных устройств на различной, в том 

числе программируемой, элементной базе. 
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Аннотация. Обнаружение робастно тестируемых неисправностей задержек путей является важным этапом 

тестирования интегральных схем высокой производительности. Ранее было показано, что использование  

тестовых пар булевых векторов, соседних по входной переменной пути, позволяет существенно сокращать  

потребление мощности при тестировании таких неисправностей. Тестовые пары строятся на основе использо-

вания булевой разности пути. В данной работе выясняются возможности замены произвольных тестовых пар, 

обнаруживающих робастно тестируемые неисправности задержек пути, тестовыми парами, состоящими из бу-

левых векторов, соседних по входной переменной пути. Такая замена ориентирована на снижение потребляемой 

мощности при тестировании по сравнению с последовательностями, построенными из тестовых пар, состоящих 

из векторов с произвольным расстоянием по Хеммингу. 
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Введение 

 

Известно, что в логических схемах высокой производительности, характеризующихся высокими 

скоростями функционирования и наноразмерами транзисторов, возникают непредусмотренные сопро-

тивления, емкости, индуктивности, которые не удается рассчитать заранее. Они приводят к замедле-

нию работы схемы по сравнению с расчетными значениями, что весьма нежелательно.  

Одной из наиболее распространенных математических моделей, используемых для выявления 

задержек в процессе функционирования логических схем, является модель неисправности задержек 

пути (Path Delay Fault (PDF) модель) [1]. В рамках этой модели предполагается, что задержки отдель-

ных элементов пути и отдельных линий связей между элементами пути достаточно малы и не влияют 

на расчетную скорость функционирования схемы. В то же время задержка пути в целом может превы-

шать время между синхросигналами и искажать поведение схемы. Такие задержки необходимо обна-

руживать и, если возможно, устранять или маскировать. 

Обычно тестовые последовательности для выбранного подмножества путей строятся с исполь-

зованием одной тестовой пары для каждого из путей и выбранного типа перепадов сигналов вдоль 

рассматриваемого пути [1, 2]. Расстояние по Хеммингу между наборами пары может быть произволь-

ным. (Договоримся в дальнейшем двоичные наборы и булевы векторы считать синонимами.) 

Известно, что тестирование задержек в схемах высокой производительности связано со значи-

тельным потреблением мощности и может привести к разрушению схемы, несмотря на возможность 

корректно работать в предписанном ей режиме функционирования. В связи со сказанным необходимо 

тестировать схемы, ориентируясь на сокращение потребляемой при тестировании мощности [3–8].  

В данной работе выясняются возможности замены произвольных тестовых пар, обнаруживающих ро-

бастно тестируемые неисправности задержек пути, тестовыми парами, состоящими из булевых векто-

ров, соседних по входной переменной пути. Такая замена ориентирована на снижение потребляемой 

мощности при тестировании по сравнению с последовательностями, построенными из тестовых пар, 

состоящих из векторов с произвольным расстоянием по Хеммингу. 

Основные определения. Введем ряд необходимых понятий, связанных с тестированием неис-

правностей задержек путей в комбинационной схеме (комбинационной составляющей последователь-

ностной схемы).  

Путем схемы называют последовательность элементов схемы, в которой выход предыдущего 

элемента является входом последующего, причем один из входов первого элемента пути является вхо-

дом схемы, а выход последнего элемента пути является выходом схемы. 

Задержки пути обнаруживаются тестовыми парами (v1, v2) из двух булевых векторов следующим 

образом. Пусть в момент времени t1 на вход комбинационной схемы подается входной вектор v1. При 

поступлении следующего синхроимпульса в момент времени t2 на вход схемы подается вектор v2 те-

стовой пары. В момент t3 с приходом очередного синхроимпульса наблюдается значение переменной 

на выходе, сопоставляемом этому пути. Если наблюдаемое значение не совпадает с ожидаемым значе-

нием, делается вывод, что в схеме имеют место непредусмотренные задержки сигналов. Задержки мо-

гут проявляться необязательно на исследуемом пути. 

Будем иметь в виду, что задержки противоположных перепадов сигналов вдоль рассматривае-

мого пути могут различаться, поэтому для каждого типа перепадов в общем случае необходимо отыс-

кивать собственную пару (v1, v2) входных булевых векторов, на которой задержка проявляется. 

Перепадам значений сигнала вдоль пути присвоены разные названия. Перепад сигналов, при ко-

тором на выходе схемы, сопоставляемом пути, значение сигнала меняется с 1 на 0 в англоязычной 

литературе принято называть falling transition, а с 0 на 1 – rising transition. В дальнейшем будем исполь-

зовать эти названия для различения перепадов сигналов пути. 

Неисправность задержки пути является робастно тестируемой, если существует тестовая пара, на 

которой задержка рассматриваемого пути обнаруживается независимо от задержек других путей схемы. 

Неисправность задержки пути называют не робастно тестируемой, если она может обнаружи-

ваться тестовой парой только при отсутствии задержек других путей. Это значит, что проявление 
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неисправности на тестовой паре для не робастно тестируемой неисправности может не означать, что 

неисправность имеет место именно на пути, для которого тестовая пара построена. Что касается ро-

бастно тестируемой неисправности, то ее обнаружение позволяет определить путь, на котором неис-

правность проявляется. Такую неисправность можно затем маскировать или попытаться перепроектиро-

вать с целью исключения задержки и восстановления расчетного быстродействия. 

Как известно, тестирование неисправностей задержек путей на практике выполняется методом 

сканирования, при котором вектор v2 тестовой пары получается из вектора v1 либо сдвигом v1, либо v2 

порождается реакцией комбинационной схемы на вектор v1. Отметим, что векторы v1, как правило, 

являются тестовыми наборами для константных неисправностей комбинационной схемы (комбинаци-

онной составляющей схемы с памятью). При таком подходе тестовые пары для робастно тестируемых 

неисправностей далеко не всегда удается сформировать. Поэтому наряду с традиционным методом 

сканирования развиваются альтернативные методы тестирования неисправностей задержек пути,  

в рамках которых тестовые пары вычисляются точно. Это Random Access Scan (RAS) метод, который 

позволяет существенно сократить время тестирования, потребление мощности и множество тестовых 

наборов [9, 10]. При реализации этого метода может использоваться как традиционный подход к полу-

чению тестовых пар на основе анализа структуры логической схемы с использованием многозначных 

алфавитов [2], так и на основе вычисления булевой разности пути [11, 12]. При традиционном подходе 

поиска тестовых пар [9, 10] в общем случае получаются пары с расстоянием по Хеммингу между бу-

левыми векторами пары, большим единицы. Договоримся в дальнейшем слова «наборы» и «векторы» 

считать синонимами. 

В работе проводится исследование возможностей замены тестовой пары с произвольным рассто-

янием по Хеммингу между векторами, ее составляющими, на векторы, соседние по входной перемен-

ной пути. Такая замена ориентирована на снижение потребляемой мощности при тестировании. С этой 

целью рассматриваются свойства произвольных тестовых пар, обнаруживающих робастно тестируе-

мые неисправности задержек путей, сформулированные в работе [1] с использованием ЭНФ-схемы,  

а также свойства булевой разности пути, из которой извлекаются тестовые пары соседних булевых 

векторов. 

 

1. Свойства тестовых наборов для обнаружения неисправностей литер ЭНФ 

 

В работе [13] показано, что каждый булев вектор, обращающий булеву разность рассматривае-

мого пути в единицу, является либо a-тестовым, либо b-тестовым набором для этого пути и соответ-

ствующей ему литеры ЭНФ. А именно, если входной набор схемы обращает булеву разность рассмат-

риваемого пути в 1, а схему в 0, то это b-тестовый набор, обнаруживающий bp-неисправность литеры 

ЭНФ. В присутствии bp-неисправности схема принимает единичное значение на b-тестовом наборе. 

Если входной набор обращает схему в 1 и булеву разность рассматриваемого пути в 1, то это a-тесто-

вый набор, обнаруживающий ap-неисправность литеры ЭНФ. В присутствии ap-неисправности схема 

принимает нулевое значение на a-тестовом наборе. Будем иметь в виду, что bp-неисправность заклю-

чается в замене всех литер ЭНФ, сопоставляемых рассматриваемому пути, константой 1, ap-неисправ-

ность заключается в замене всех литер ЭНФ, сопоставляемых рассматриваемому пути, константой 0. 

Такие замены мы имеем возможность выполнить, имея ЭНФ схемы.  

Обозначим выбранный путь символом  в комбинационной схеме С, а соответствующую ему 

литеру xiα. 

Отметим, что изменение значения переменной xi в b- и a-тестовом наборах приводит к обраще-

нию ЭНФ схемы в 0 и 1 только за счет изменения значения литеры xiα. Это необходимо учитывать при 

построении тестовых наборов по ЭНФ, а именно: b(a)-тестовый набор порождается конъюнкциями 

ЭНФ, не содержащими более одной литеры, помеченной входной переменной пути α.  

Для понимания возможности построения тестовых пар с использованием булевой разности Dα 

представим процедуру ее построения и отметим свойства Dα. 
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2. Булева разность пути и ее связь с b, a –тестовыми наборами 

 

Булева разность пути представляется либо в виде ДНФ-, либо ROBDD-графа [11, 12], либо в виде 

соответствующей схемы (ее единичных наборов [12]). Рассмотрим алгоритм получения булевой раз-

ности.  

 

2.1. Получение булевой разности 

 

Представим путь α для одновыходной комбинационной схемы C, последовательностью следую-

щих символов: xi, u1, u2, …, ur−1, ur. Здесь x1, …, xn – символы входных переменных схемы, r – длина 

пути α, xi – переменная, отмечающая начало пути (вход схемы C). Переменные u1, u2, …, ur−1, ur отме-

чают выходы элементов пути. Переменная ur отмечает выход схемы C. Схема C может быть комбина-

ционной частью последовательностной схемы. 

Пусть переменные ui, ui−1отмечают выходы соседних элементов пути α. Рассмотрим подсхему  

iuC  схемы C. Выход этой подсхемы отмечается переменной ui, а входы – переменными x1, …, xn, ui−1. 

Здесь переменная ui−1 является входной переменной подсхемы 
iuC  наряду с переменными x1, …, xn и 

одновременно входной переменной элемента с выходом, отмеченным переменной ui. 

Обозначим 
1i iu uD D
−

/  булеву разность, вычисляемую для функции, реализуемой подсхемой 
iuC  по 

переменной ui−1. Выражение для булевой разности 
1i iu uD D
−

/  имеет вид: 1 1

1

0 1
,i i

i i i i

u u
u u u u

D D f f− −

−

= =
= /  

где 
iuf  представляет функцию подсхемы 

iuC , зависящую от переменных x1, …, xn, ui−1. 

Булева разность для пути α принимает следующий вид: 

1 1 2 2 1 1
( / ) ( / ) ( / ) ( / ).

r r r r iu u u u u u u xD D D D D D D D D
− − − =     

В работе [7] доказано, что булев вектор γ, обращающий булеву разность Dα в единицу, а схему C 

в ноль, является b-тестовым набором для bp-неисправности ЭНФ. Там же доказано, что булев вектор γ, 

обращающий булеву разность Dα в единицу и схему C также в единицу, является a-тестовым набором 

для ap-неисправности ЭНФ.  

При образовании тестовой пары булев вектор γ является вектором v2, а соседний по входной  

переменной xi булев вектор является вектором v1 для falling и rising transitions. Рассмотрим пример вы-

числения булевой разности на основе операций над ДНФ 

В комбинационной схеме C (рис. 1) выделен путь , включающий элементы с номерами 3, 4, 6, 

8, 9. 
 

1

2

5e

b

a

c

d

3

4

7
8
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6

 

Рис. 1. Комбинационная схема с выделенным путем  

Fig. 1. Combination scheme with a dedicated path α 
 

Начало пути отмечается переменной d. Таким образом,  = d, u3, u4, u6, u8, u9. 

9 8 5 8 5 8 5/ ( ( 0)) ( ( 1))u uD D u u u u u b e ac ad=  =   = = =    , 

8 6 6 7 6 7 7/ (( 0) ) (( 1) )u uD D u u u u u b d= =   =  = =  , 

e 

 

b 
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c 

 
d 

F 
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6 4 4 4/ ( 0) ( 1) 1u uD D u u= =  = = , 

4 3 1 3 1 3 1/ ( ( 0)) ( ( 1))u uD D u u u u u a=  =   = = = , 

3 2 2 2/ ( ( 0)) ( ( 1))uD d u d u d u c=  =   = = = , 

( ) ( ) 1D b e ac ad b d a c acb acd =         =  . 

Итак, Dα представляет все тестовые наборы v2 для rising и falling transitions, которые не отделены 

друг от друга. Полезно их разделить.  
 

2.2. Выделение b, a-тестовых наборов и основанных на них триплетов 
 

Если путь α содержит четное число инверсных вентилей, то для rising transition получаем выра-

жение ,rise iD D x=   для falling transition – .fall iD D x=   В противном случае rise iD D x=   и 

.fall iD D x=   

Обозначим символами 'riseD  и ' fallD  выражения, полученные из Drise и Dfall удалением литеры xi 

(независимо от знака инверсии).  

Обозначим символом Drob выражение, представляющее пары соседних по переменной xi наборов: 

' ' .rob rise fallD D D=   Множество Drob может быть пустым. 

Заметим, что выражение Drob не содержит переменной xi, т.е. булев вектор в пространстве пере-

менных x1, …, xi−1, xi+1, …, xn задает пару в пространстве n переменных. Один из векторов пары полу-

чается приписыванием переменной xi значения 0, а другой – значения 1. На векторах этой пары дости-

гаются инверсные значения выхода схемы. Оба вектора пары обращают булеву разность в единицу. 

Один из них является a-тестовым набором, а другой – b-тестовым набором ЭНФ схемы C. Такие пары 

порождают триплеты тестовых наборов aba и bab, позволяющие обнаруживать робастно тестируемые 

неисправности задержек пути тремя наборами вместо четырех. Имеется возможность обнаруживать 

сначала либо rising transition, либо falling transition.  

Сравним свойства тестовых пар для робастно тестируемых неисправностей задержек пути: пар  

с произвольным расстоянием по Хеммингу между тестовыми наборами и пар, состоящих из соседних 

по входной переменной наборов. 

 

3. Свойства тестовых пар для обнаружения робастно тестируемой 

неисправности задержки пути 

 

3.1. Обнаружение falling transition 
  

Перечисленные ниже свойства тестовых пар представлены в работе [1]. 

1. В случае falling transition, b-тестовый набор (набор v2 тестовой пары) для bp-неисправности 

обращает выходную переменную схемы, сопоставляемую рассматриваемому пути (ЭНФ исправной 

схемы), в 0. 

2. Набор v1 тестовой пары, отличающийся инверсным значением входной переменной xi, а воз-

можно, и значениями других переменных, обращает выходную переменную схемы, сопоставляемую 

рассматриваемому пути (ЭНФ исправной схемы), в 1. 

3. Минимально покрывающий интервал векторов тестовой пары для робастно тестируемой не-

исправности задержки пути должен быть ортогонален конъюнкциям множества K. Здесь K – конъюнк-

ции ЭНФ, не содержащие литеру xiα.  

4. При построении b-тестового набора v2 выполняется условие: с поступлением этого набора про-

исходит смена значения сигналов только одного пути α (falling transition): иначе тестовая пара не об-

наруживает робастно тестируемую неисправность задержки пути α. Это обеспечивается тем, что по-

рождающие данный набор конъюнкции ЭНФ не содержат более одной литеры, помеченной входной 

переменной пути α. 
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Если минимально покрывающий интервал пары (v1, v2) при выполнении предыдущих условий не 

ортогонален конъюнкциям множества K, то исследуемый путь является не робастно тестируемым, 

иначе – робастно тестируемым.  

Из пары (v1, v2) не соседних булевых векторов, обнаруживающих робастно тестируемую неис-

правность  пути (falling transition), получим пару соседних векторов по входной переменной этого пути, 

причем одним из векторов новой пары является v2.  

Теорема 1. Тестовая пара, состоящая из булевых векторов с расстоянием по Хеммингу, превос-

ходящим единицу, и обнаруживающая робастно тестируемую неисправность задержки исследуемого 

пути (falling transition), порождает пару соседних по входной переменной булевых векторов, обнару-

живающих эту неисправность.  

Доказательство. Минимально покрывающий интервал соседних векторов по входной переменной 

рассматриваемого пути, где v2 – b-тестовый набор, в силу своего уменьшения по сравнению с интерва-

лом, порожденным парой не соседних векторов, обнаруживающей робастно тестируемую неисправ-

ность, сохраняет ортогональность конъюнкциям множества K. В то же время на соседних по входной 

переменной xi векторах пары (v1, v2), извлеченных из этого интервала, имеем: на наборе v1 обеспечива-

ется противоположное набору v2 значение на выходе схемы. Набор v2 обращает исправную схему в 0, 

а неисправную схему в 1. За счет того, что v2 есть b-тестовый набор, обращающий булеву разность в 0, 

а исходная тестовая пара обнаруживает робастно тестируемую неисправность пути α, тестовый набор 

v2 этой пары (b-тестового набор) обнаруживает неисправность пути α и только его. Дело в том, что  

b-тестовый набор порождается конъюнкциями ЭНФ, не содержащими нескольких литер, помеченных 

входной переменной пути и с тем же знаком инверсии, что xiα. Теорема доказана. 

Следствие 1. Пару не соседних по входной переменной булевых наборов, обнаруживающих ро-

бастно тестируемую неисправность задержки пути (falling transition), можно заменить парой соседних 

(по отношению к вектору v2 исходной пары) по входной переменной xi булевых векторов, обнаружи-

вающих эту неисправность при меньшей потребляемой мощности.  

 

3.2. Обнаружение rising transition  

 

1. Набор v2 является a-тестовым набором для ap-неисправности и обращает выходную перемен-

ную схемы, сопоставляемую рассматриваемому пути, в 1.  

2. Набор v1, отличающийся инверсным значением входной переменной xi, а возможно, и значе-

ниями других переменных, обращает выходную переменную схемы, сопоставляемую рассматривае-

мому пути, в 0.  

3. Минимально покрывающий интервал тестовой пары для робастно тестируемой неисправности 

задержки пути ортогонален конъюнкциям множества K.  

4. Поскольку v2 является тестовым набором для ap-неисправности, то он обращает в единицу хотя 

бы одну непустую конъюнкцию ЭНФ с литерой xiα, являясь ортогональным всем конъюнкциям мно-

жества K [1].  

5. При построении a-тестового набора v2 выполняется условие: с поступлением этого набора про-

исходит смена значения сигналов только одного пути α (rising transition), поскольку иначе тестовая 

пара не обнаруживает робастно тестируемую неисправность задержки пути α. Это значит, что в каче-

стве порождающих тестовый набор конъюнкций ЭНФ выбираются те, которые не содержат более од-

ной литеры, помеченной входной переменной пути α и с тем же знаком инверсии.  

Из пары (v1, v2) не соседних булевых векторов, обнаруживающих робастно тестируемую неис-

правность пути (rising transition), получим пару соседних векторов по входной переменной этого пути, 

причем одним из векторов новой пары является v2. 

Теорема 2. Тестовая пара, состоящая из булевых векторов с расстоянием по Хеммингу, превос-

ходящим единицу, и обнаруживающая робастно тестируемую неисправность задержки исследуемого 

пути (rising transition), порождает пару соседних по входной переменной булевых векторов, обнаружи-

вающих эту неисправность.  
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Доказательство. Минимально покрывающий интервал соседних векторов (v1, v2) по входной 

переменной рассматриваемого пути, где v2 – a-тестовый набор, в силу своего уменьшения по сравне-

нию с интервалом, порожденным парой не соседних векторов, обнаруживающей робастно тестируе-

мую неисправность, сохраняет ортогональность конъюнкциям множества K. В то же время на сосед-

них по входной переменной xi наборах пары (v1, v2), извлеченных из этого интервала, за счет того, что 

v2 есть a-тестовый набор, обращающий булеву разность пути α в 1, имеем: на наборе v1 обеспечивается 

противоположное набору v2 значение на выходе схемы. Набор v2 обращает исправную схему в 1, а неис-

правную схему в 0. Поскольку исходная тестовая пара обнаруживает робастно тестируемую неисправ-

ность пути α, то тестовый набор v2 этой пары (a-тестового набор) обнаруживает неисправность пути α 

и только его. Это обеспечивается тем, что a-тестовый набор порождается конъюнкциями ЭНФ, не со-

держащими нескольких литер, помеченных входной переменной пути и с тем же знаком инверсии,  

что xiα. Теорема доказана. 

Следствие 2. Пару не соседних по входной переменной булевых векторов, обнаруживающих 

робастно тестируемую неисправность задержки пути (rising transition), можно заменить парой соседних 

(по отношению к вектору v2 исходной пары) по входной переменной xi булевых векторов, обнаружи-

вающих эту неисправность при меньшей потребляемой мощности. 

Следствие 3. На основании теорем 1 и 2 пару не соседних по входной переменной булевых век-

торов, обнаруживающих робастно тестируемую неисправность задержки пути для falling и rising 

transition, можно заменить двумя парами соседних по входной переменной xi векторов: одна пара стро-

ится с использованием вектора v2, другая – с использованием вектора v1 исходной пары. Полученные 

пары обнаруживают неисправности противоположных перепадов значений сигналов пути α в условиях 

возможного снижения потребляемой мощности. 

Следует иметь в виду, что ЭНФ является чрезвычайно громоздкой формулой. Представление ее 

в виде размеченного И / ИЛИ дерева хотя и позволяет строить тестовые пары для более сложных ком-

бинационных схем, тем не менее сложность размеченных деревьев экспоненциально возрастает в схе-

мах с большим числом ветвлений. Из сказанного следует, что избавление от использования ЭНФ  

в любом из ее представлений при поиске тестовых пар очень важно. 

Сведение получения тестовых пар для обнаружения неисправностей задержек пути к вычисле-

нию булевой разности пути позволяет избавиться от использования ЭНФ. Получаемые при этом тесто-

вые пары характеризуются минимальным потреблением мощности.  

 

4. Свойства пар соседних наборов, порождаемых Dα при условии пустого множества Drob 

 

Выражение Drob при любом из перечисленных способов его представления позволяет найти мно-

жество всех соседних тестовых пар, обнаруживающих робастно тестируемые задержки противополож-

ных перепадов сигналов для рассматриваемого пути. Однако это множество тестовых пар может ока-

заться пустым. Выясним, что происходит в этой ситуации с обнаружением неисправностей задержек 

пути. 

В такой ситуации булева разность также представляет в общем случае множество a-тестовых 

наборов и множество b-тестовых наборов для рассматриваемого пути, однако их соседние по входной 

переменной наборы не являются соответственно b-тестовыми и a-тестовыми наборами. Отметим, что 

на соседнем по входной переменной наборе по отношению к набору, обращающему булеву разность  

в единицу, булева разность в рассматриваемой ситуации принимает значение 0.  

Теорема 3. Тестовые пары, состоящие из булевых векторов, соседних по входной переменной 

пути, причем один набор является b-тестовым, а второй не является a-тестовым, не обнаруживают ро-

бастно тестируемую неисправность задержки рассматриваемого пути (falling transition). 

Доказательство. Поскольку второй набор не является a-тестовым, то он либо не ортогонален 

множеству K, либо для него не существует в ЭНФ порождающей конъюнкции, то есть конъюнкции, 

которая не содержит более одной литеры, помеченной входной переменной пути α с тем же знаком 

инверсии. 
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В первом случае минимально покрывающий интервал для векторов рассматриваемой пары не 

ортогонален множеству K. Во втором случае a-тестовый набор невозможно сформировать. Следова-

тельно, такая тестовая пара не обнаруживает робастно тестируемую неисправность задержки этого 

пути (falling transition). Теорема доказана. 

Теорема 4. Тестовые пары, состоящие из булевых векторов, соседних по входной переменной 

пути, причем один набор является a-тестовым, а второй не является b-тестовым, обнаруживают ро-

бастно тестируемую неисправность задержки рассматриваемого пути (rising transition). 

Доказательство. Поскольку второй набор не является b-тестовым, то это значит, что не суще-

ствует порождающей его конъюнкции ЭНФ, которая бы не содержала более одной литеры, помеченной 

входной переменной пути α и с тем же знаком инверсии. На соседнем по входной переменной пути 

наборе v1 схема принимает значение 0. Минимально покрывающий интервал для пары (v1, v2) ортого-

нален множеству K. Поскольку в этой ситуации существование a-тестового набора гарантирует изме-

нение входного сигнала только по пути α, то тестовая пара (v1, v2) обнаруживает робастно тестируемую 

неисправность рассматриваемого пути (rising transition). Теорема доказана. 

 

5. Обсуждение экспериментальных результатов 

 

С использованием булевой разности пути комбинационной схемы были построены тестовые 

пары для путей схем из набора бенчмарков ISCAS’89. Для каждого выхода каждой схемы было вы-

брано не менее 10 самых длинных путей. Общая информация о бенчмарках, использованных при те-

стировании, представлена в табл. 1. 

Т а б л и ц а  1  

Информация об использованных бенчмарках 

№ п/п Бенчмарк Число входов Число выходов Число вентилей Выбрано путей 

1 s298 17 20 119 146 

2 s344 24 26 160 159 

3 s400 24 27 162 258 

4 s444 24 27 181 237 

5 s641 54 42 379 309 

6 s820 23 24 289 232 

7 s953 45 52 395 338 

8 s1196 32 32 529 334 

9 s1488 14 25 653 312 

10 s1494 14 25 647 336 

 
Т а б л и ц а  2  

Различные ситуации, порождающие тестовые пары 

№ 

п/п 

Выбрано 

путей 

Пути без 

a-тестов 

Пути без 

b-тестов 
Пути без Drob Ложные пути 

Робастно  

тестируемые пути 

Доля робастно  

тестируемых путей 

1 146 13 7 1 24 101 69,18% 

2 159 22 16 0 2 119 74,84% 

3 258 7 9 10 4 228 88,37% 

4 237 44 23 1 21 148 62,45% 

5 309 42 68 0 56 143 46,28% 

6 232 0 0 2 0 230 99,14% 

7 338 0 0 2 0 336 99,41% 

8 334 24 22 5 119 164 49,10% 

9 312 6 3 11 1 291 93,27% 

10 336 3 4 16 0 313 93,15% 
 

В табл. 2 приведена более детальная информация по путям, для которых не существуют тесто-

вые пары такие, что один из векторов является a-тестовым набором, а другой – b-тестовым набором, 

т.е. множество Drob пусто: 
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– пути без a-тестовых наборов, для которых существуют b-тестовые наборы; 

– пути без b-тестовых наборов, для которых существуют a-тестовые наборы; 

– пути с a- и b-тестовыми наборами, для которых при этом множество единичных наборов Drob 

пусто; 

– ложные пути, для которых Dα пусто. 

 

Заключение 

 

Установлено, что использование булевой разности пути при построении тестовых пар для ро-

бастно тестируемых неисправностей задержек пути позволяет обнаруживать те же робастно тестируе-

мые неисправности, которые обнаруживаются методом анализа ЭНФ схемы [1] или методом анализа 

структуры схемы с использованием многозначных алфавитов [2]. Показано, что тестовая пара не со-

седних булевых векторов всегда может быть заменена парой или двумя парами соседних по входной 

переменной пути векторов, порожденных булевой разностью рассматриваемого пути. Этот факт поз-

воляет заменять тестовые последовательности, состоящие из пар не соседних булевых векторов, парами 

соседних векторов с меньшей потребляемой мощностью и, следовательно, снижать потребляемую 

мощность тестовой последовательности в целом.  
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