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THE SENSITIVITY FUNCTIONALS IN THE BOLTS PROBLEM
FOR MULTIVARIATE DYNAMIC SYSTEMS
DESCRIBED BY INTEGRAL EQUATIONS WITH DELAY TIME

The variational method of calculation of sensitivity functionals (connecting first variation of quality functionals with
variations of variable parameters) and sensitivity coefficients (components of vector gradient from the quality func-
tional to constant parameters) for multivariate non-linear dynamic systems described by continuous vectorial Volterra’s
integral equations of the second-kind with delay time is developed. The presence of a discontinuity in an initial value
of coordinates and dependence the initial and final instants and magnitude of delay time from parameters are taken into
account also. The base of calculation is the decision of corresponding integral conjugate equations for Lagrange’s
multipliers in the opposite direction of time.

Keywords: variational method; sensitivity functional; sensitivity coefficient; integral equation; conjugate equation;
delay time.

The sensitivity functional (SF) connect the first variation of quality functional with variations of variable
and constant parameters and the sensitivity coefficients (SC) are components of vector gradient from quality
functional according to constant parameters. Sensitivity coefficients are components of SF.

The problem of calculation of SF and SC of dynamic systems is principal in the analysis and syntheses
of control laws, identification, optimization, stability [1-25]. The first-order sensitivity characteristics are
mostly used. Later on we shall examine only SC and SF of the first-order. The most difficult are the distributed
objects which are described by the dynamic equations with delays and in partial derivatives [2, 10, 11, 13, 17,
18, 20, 23-25].

Consider a vector output y(t) of dynamic object model under continuous time t € [t,,t'], implicitly

depending on vectors parameters a(t),a and functional | constructed on y(t) under t e[t,, t']. The first

variation 81 of functional | and variations da.(t) are connected with each other with the help of a single-line
1
t

functional — SF with respect to variable parameters a.(t): Oam | = j V (t)da(t)dt . SC with respect to constant
t0

parameters o are called a gradient of | on @: (dI /da)" =V, | . SC are a coefficients of single-line rela-
tionship between the first variation of functional &1 and the variations o of constant parameters o :

8.1 =(V 1) 8a = (dl /da)da = Ziéaj .
j=100;
The direct method of SC calculation (by means of the differentiation of quality functional with respect
to constant parameters) inevitably requires a solution of cumbersome sensitivity equations to sensitivity func-
tions W(t) . W(t) is the matrix of single-line relationship of the first variation of dynamic model output with
1
t
parameter variations dy(t) =W (t)da . For instance, for functional | = j fo(y(t),a,t)dt we have following SC
t0
4
vector (row vector): dl /da = j[(a fo /0y)W (t) + 0 f,/da]dt. For obtaining the matrix W(t) it is necessary
10
to decide a bulky system equations — sensitivity equations. The j-th column of matrix W(t) is made of
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the sensitivity functions dy(t)/do; with respect to component @; of vector @ . They satisfy a vector equation
(if y is a vector) resulting from dynamic model (for y) by derivation on a parameter o; .

To variable parameters such a method is inapplicable because the sensitivity functions exist with respect
to constant parameters.

For relatively simply classes of dynamic systems it is shown that in the SC calculation it is possible to
get rid of deciding the bulky sensitivity equations due to the passage of deciding the conjugate equations —
conjugate with respect to dynamic equations of object. Method of receipt of conjugate equations (it was offered
in 1962) is cumbersome, because it is based on the analysis of sensitivity equations, and it does not get its
developments.

Variational method [7], ascending to Lagrange’s, Hamilton’s, Euler’s memoirs, makes possible to sim-
plify the process of determination of conjugate equations and formulas of account of SF and SC. On the basis
of this method it is an extension of quality functional by means of inclusion into it object dynamic equations
by means of Lagrange’s multipliers and obtaining the first variation of extended functional on phase coordi-
nates of object and on interesting parameters. Dynamic equations for Lagrange’s multipliers are obtained due
to set equal to a zero (in the first variation of extended functional) the functions before the first variations of
phase coordinates. Given simplification first variation of extended functional brings at presence in the right
part only parameter variations, i.e. it is got the SF. If all parameters are constant that the parameters variations
are carried out from corresponding integrals and at the final result in obtained functional variation the coeffi-
cients before parameters variations are the required SC. Given method was used in [21] for dynamic systems
described by ordinary continuous Volterra’s of the second-kind integral and integro-differential equations (the
Lagrange problem) and in [22] for dynamic systems described by ordinary continuous general Volterra’s of
the second-kind integral equations (the Bolts problem). In this article the variational method of account of SC
and of SF develops more general (on a comparison with papers [23-25]) continuous many-dimensional non-
linear dynamic systems circumscribed by the vectorial non-linear continuous more common Volterra’s of the
second-kind integral equations with delay time. The more common quality functional (the Bolts problem) is
used also.

1. Problem statement

We suppose that the dynamic object is described by system of non-linear continuous Volterra’s of the
second-kind integral equations (IE) with delay time t [17. P. 75]

y(t) =r(a(t), o ty,t) + jK(t, y(s),y(s — 1), a(s),a,s) ds, t, <t <t*, (1)
10
y(t) =w(a(t),a, t), t,—t<t<t,, O0<r,
t, =t, (@), t' =t'(a0), 1 =1(a) .

Here: initial t, and final t' instants and also the delay time t are known functions of constant parameters o .
a(t), o are a vector-columns of interesting variable and constant parameters; y is a vector-column of phase
coordinates; r(-), K(:), w() are known continuously differentiated limited vector-functions. The phase coor-
dinate y in an index point t, makes a discontinuity, if certainly y*(t,) = y(t, +0) = r(a(ty), o, ty,t,) #
=Y, —0)=wy(a(ty) a, t,). At the expense of it the right member of the IE (1) (the magnitude of a phase
coordinates y) is continuous in points ty +nt, n=12,---.

Variables n(t) at each current moment of time t are connected with phase coordinates y(t) by known
transformation

n(t) = n(y®,aw),a.t), telt,t'], )
where n(-) —also continuous, continuously differentiable, limited (together with the first derivatives) vector-
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function. Equation (2) is often known as model of a measuring apparatus. The required parameters a(t),o are
inserted also in it. A dimensionalities of vectors y and n can be various.

The quality of functioning of system it is characterised of functional
tl

1(a) = [ fo(n(t), a(t), @, t) dt+ 1, (n(t"), @, t!) (3)
to

depending on a(t) and o . The conditions for function f,(-), 1;(-) are the same as for K(-), r(:), y(-) . With
use of a functional (3) the optimization problem (in the theory of optimal control) are named as the Bolts
problem. From it as the individual variants follow: Lagrange’s problem (when there is only integral compo-
nent) and Mayer’s problem (when there is only second component — function from phase coordinates at a
finishing point).

With the purpose of simplification of appropriate deductions with preservation of a generality in all
transformations (1)—(3) there are two vectors of parameters a(t),o . If in the equations (1)—(3) parameters are
different then it is possible formally to unit them in two vectors a(t),o, to use obtained outcomes and then to
make appropriate simplifications, taking into account a structure of a vectors a(t),o .

By obtaining of results the obvious designations:

r(t) =r(a(t). ot 1), K(t,s) =K(t, y(s), y(s —1),6(s),a5) ,

y(t) =y(a),a t), nt) =n(yt),at),ot), )= fMnd).a),at), L) =1,nt),at)
are used.

It is shown also that the variation method without basic modifications allows to receive SF
1

3l (o) = tjV(t)&SZ(t)dtJr(dI(oc)/dc“i(tl))&}i(tl)+(dl(oc)/da)ésa in relation to variable and constant

to-t
parameters.

2. Variational method at use of models (1)—(3)

Complement a quality functional (2) by restrictions-equalities (1) by means of Lagrange’s multipliers
Y(t), telty,t']; ¥(t), t et, — 7,t,] (column vectors) and get the extended functional

I =1(a)+ ]lv NONOR j K(t,s) ds—y(t)]dt + tj Y Oy - y®] dt, 4)
f %) to—7
which complies with 1(o) when (1) is fulfilled. Take into account the form of functional |, change an order
of integrating in double integral inside of triangular area (see fig. 1) i.e.tjle(t,s) ds dtztjltle(s,t) dsdt
totp fot
tl t tltl
ij (t)jK(t,s) dsdt= ”yT (s)K(s,t)dsdt (5)
to to tot

and then extended functional (4) accepts a form:

L= 1,9+ [{f )+ OIrE) -y +

; N - ©®)

+ [T ()K(s,t) dsydt+ [ ¥T(OIw(t) - y()] dt
t -t
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tlm tllé
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tO tl t0 tl

Fig. 1. Triangular area and order
of an integration

Find the first variation for | with respect to 8y(t) and to da.(t) (t € [t,,t")), da(t"), 8a taking account:
1) continuity solution of IE (1) in singular points: y(t, + nt+0) =y(t, +nt—0),n=12, ..., 2) dependence
the right member of IE (1) on y(t) and on y(t —t), 3) interconnection (3) between n(t) and y(t), a(t), o,
4) dependence t,, t*, t, 1,(t") on @ (ie t, =ty (a) tl=t1(a), t=1(a), Lt =1,MmtH),ath)):

ofy (t) an(t) K (s,1)
3l = (') dy(t") + j[ w0 2y(0) !v (), 45— 1oy dt+

+”f(s)%ds ay(t—r)dt—tf 7T (05 y(t)dt +
O, ) n®) | 06,0) 1y XD oK (s.1)
I[anm o e Oz j O T CIHO

ty

a() 6(t)6(t)
_I_{al(t)@n(t) al,(th j[af (t)&ngt) af_(t) ()8r_(_t)+]~yT(s)6K(_s,t)dS]dt+
on(t') oo oa on(t) oo oa oo oa

j_T(t)aW( )dtJ{—f , )+jy (t)[ar(t) K (t,t,)]dt +

A -t —7) j FTOKEE +1-0)— K(t.t, +r+0)]dt}dt
do

to+t

on(th) att ott

ty+t

[an () onth) o) | fo(tl)} gi_ s {1@1_% _q) j Y OIK L +7—0)— K(t,t, +7+0)]dt -
(04

oK(t,s) dy(s— r) _
‘[ ()Jay(s 1) d(s—1) dt:ldoc}8 )
gln((: )) gng ; @(t") . 1(z) - single function: it is equal to zero under negative values of argument and

is equal to unit under positive values z. The appropriate addends with single function are absent in (7) if
the singular point t, +t is outside of an interval [t,, t']. The argument (t, +t—0) in appropriate functions
designates that the function undertakes to the left of a point t, + t and the argument (t, + t+0) is similar
specifies that the function undertakes to the right of a point t, + 7.

Out of object equation (1) we calculate the first variation 8y(t') (variation, included in the first addend
of (7))

oK (t, KIS 56y ds+ jaK(t ) sy(s—0)ds+ jaK(t ) s

dou(s) ds+
y(s) (1) o 0a(s)

dy(th) = I
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) sy {ar(t) ‘IaK(t 9 g

" o) o o o
[ar(t) K(tl,t0)+1(t1—t0—r)(K(tl,tO+r—O)—K(t1,t0+r+0))]%+
0 (04
alc ) Kt jaK(tl 5 s ]d—tl
ot
1y 1 o Kt 8K(t s) dy(s— T)
HA(E —t, —T)(K(Et, +1—0)— K(t',t, +T+0)) - Iay(s 36D ]da} : (8)

Then the first variation (7) obtains the following form;
8I=6y(t)l+8a(t)l+6 L1 +851 5 9)
(t

By = i[cb(tl) a*;;t(i’)” + ;f‘)((tt)) 2;‘8 + f O ((St) g5y @18y ot +
+}[c1>( )SK(S t)) j ") (fK(t(s ‘))d]zw(t r)dt—oj 7 syt (10)
B )
j T(s) aK(? )t) ds]56(t) dt + j 7T () ‘{’85 &t dt: (11)
” =[Z'l((ttl)) D oy T )i (12)

ar(t ) jaK(tl,s) ds] +

+ ()] =

5.1 = ol,(t") on(t) a|1('[ )
* () oa o

10

o) an(V) , e(®) .+ OT) oK (s.)
j[ﬁn(t) ot ()gﬂy() ds] dt +

or(th)

+j yrt)—/—= “’(t) dt + {Cb(t ——2 - K(tht,) +1(t" —t, — t)(K(t',t, + T 0) - K(t',t, + T+ 0))] -

—f,(t,) + jy (t)(ar(t) K (t,t,))dt + 1(t" —t, — 1) j YTOIK(t,t, +1—0) - K (Lt +r+0)]dt}jt
o

th+t

+[¢<t)[ar<t> s ) g B2 ), fm]L
t0

o) e —t, - Kt + 71— 0) — K(t,tg + 7+ 0)) - t{)g;((it_sg Zy((: :)) 5]+
+1(t' -t - 1) ] YT (K (t,t, +1-0)— K(t,t, +t+0))dt -

i+t

oK(t,s) dy(s— r) _
I ()Jay(s—)d(s 1) dt}da}s (13)
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For union of integrals with identical variations 8y we shift back interval of an integration on magnitude
7 inintegral with dy(t —t) (in this connection the argument in integrand thus will increase on t) and obtain
a following result:
oK (t,1)
oy(t-1)

0K(s,1)

j[() Sy

jy()

dsJSy(t—t)dt=

s 1 OK (th,t+7) oK (s,t+1)
= 1t - -t )W)T+iy (s)?)tds]s yOydt+

f 1 t
+ e _r-ppo) KRG [v (s)wds]ﬁ yOdt .
oy(t) e ay(t)
Here for compact writing the single function 1(z) (which equals to zero by negative value z) is intro-
duced. In this connection such variants are taken into account when instant t* —t is found inside and outside

of interval of system operating period [t,,t'].

We substitute this formula in the first variation (10), join components with identical variations and
obtain that

ds +

W KD | 01,0 an() K (s.1)
J{ O30 a0 oy !Y 0

+(e o) KELED, j (9 K& D g (t)}sy(t)du

oy(t) dy(t)
e LK+ o OK(st4T) o g
*Jll“ O O “’}y“)‘“- 2

In a variation (14) we equate with zero factors before variations of phase coordinates dy and discover:
the conjugate equations for basic Lagrange’s multipliers y(t)

,YT (t) — cD(tl) aK (tl’t) + 8f0 (t) 811(t) " ]‘YT (S) GK (S,t) ds N

oy(t) 811('0 oy(t) oy(t)
A — 1) (" )aKg (tt)”) j GKG(S(I;T) ds], t, <t<t', (15)

and equation of account of Lagrange’s multipliers y(t) appropriate to initial function of integral equations
with delay time (1)

vT(t)=1(t1—r—t)[q>(tl)%+ly (s)%(t;”)ds] t,—t<t<t,. (16)

These equations are decided in the opposite direction of time (from t').
From the conjugate equations (15), (16) it is possible to remove single function and to add them a cus-
tomary aspect.

If t,<t'—t<t', i.e.length of an interval [t,,t'] transcends magnitude of a delay time <, then:
oK (t,1) N of,(t) on(t) +J."/T () oK (s,1)
oy(t)  on(t) oy(t) oy(t)
. OK(E1) | 0f(1) n(t) K1) o

t) = Dd(t
rO=2O50 o avo I YN
aK(tl,t+r)+T T(S)GK(S,t+t)
oy(t)

ds for t'—t<t<t!,

Y () =0(t)

ds for ty<t<t'-r,

t+1
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7T(t>=®<tl)%+] (X D o, esist,

If t* —1<t,, i.e. the magnitude of delay © transcends length of an interval [t,,t], (in this case magni-
tude t,+t transcends t' — goes out for an interval of object work):
,YT(t)ch(t)aK(t t) of, (t) on(t) J- ()aK(s t)ds for t,<t<t',
oy(t) an(t) oy(t) oy(t)
7' () =0 for t' —t<t<t,,

VT(t)=<D(t1)%+ Iy @B for y—estzt .

As a result three components of the first variation sl = ;1 + 8~(t1)| + 841 of functional (3) in relation

to variables a(t) and constant parameters o(t'), @, are presented accordingly by formulas (11), (12) and
(13).

This result is more common in relation to appropriate results of works [17, 21-25]. An additional im-
portant summand I,(n(t"),a,t') in a quality functional | and dependence t,,t', © from @ are taken into
account.

Example 2.1. (The integral equations without delay time [22]). We shall consider an object model as
ordinary non-linear continuous vector of Volterra’s of the second-kind integral equations with variable and
constant parameters a.(t), o :

t
y(t) = r(@(t), o, t,t) + [K(t, y(s), a(s),@,s) ds, ty <t <t', t, =ty (@), t =t'(a).
to
The model of measuring apparatus and quality functional are the same as before:

n(t) =n(y().a(t),a.t), tefty,t'], 1(e) = [ fo(n(®),a(),a,t)dt+ 1 (n(t"), a,t').
to

From (15) we have the conjugate equations for Lagrange’s multipliers v(t):

6K(t1,t)+6f0(t) on(t) oK (s, t)OIS L <t<t
oy(t)  on(t) oy(t) oy(t) ’

v (1) =D(t)
and from (11), (12), (13) — SF:

+jv )

81 = 8591+ 1 +31

j[af o on®) , () 1y OO g1y KED 't)+f (S)r’?K(st)d]6 () dt

%ol =500 aan T T Ve dat) 10 " aal)
oL@ o) | o) o~
a1 n(th) oa(tt) (D(t)a&(tl)]sa(t)’

+ ()]

512 {all(t ) on(t!) |, a1y (t))

ar(t) jaK(tl,s)dS]+
o) oda oo

o 0o
ofy(t) an(t) , 9f(®) | 1 X (1) ¢ K (s.t)
J’[811('0 oo P +1 () oG +J;Y (S)—G& ds] dt +

{q)(t )[ar(t ) or ()

—K(tht) - ot )+jy O, "~ Kttt &,
do
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o )[a'r(t ) K (1Y) + jaK(ti’s) gs]+ Za) on) | o) | fo(tl)}d—t_l}da
o ot o) ot ot da
This result is more common in relation to appropriate results of works [7-9] and certainly agrees with
result in [10]. An additional important summand |I,(n(t"),a,t") in a quality functional 1 and dependence
t,,t', © from o are taken into account.

Example 2.2. (The differential equations with delay time). Consider that the dynamic object is
described by system of non-linear continuous differential equations with delay time and with variable and
constant parameters a(t), o :

y(t) = f(y(@®), yt-1),a(t),at), t, <t<t,
y(©) = w(a(t),a, 1), t ety —1,t), Y(t) = Yo (o ty) - (17)
In an index point t, the phase coordinates y can have a break: y,(a.,t,) = w(a(t),o,t,) .
We transform model (17) in Volterra’s integral equation of the second genus with delay time (1)
t
y(t) = Yo(a,t) + [ F(y(s), y(s —1),a(s),a,s)ds, ty <t <t,

to

y(t) = w(@(t), o, 1), t ety —T.t;) . (18)
Now

r(t) = yO (a,to), K(t,S) = f (y(s)!y(s - T),&(S),a,s) = f (S) .
We write the conjugate equations (15), (16) for Lagrange’s multipliers

r ey OFo (1) an(t) of@,
T O=30 3 0 +[o(t) + j JOLS vl

A - t)[D() + j yT(s)ds]a;(;(Jr)T)

T =10 e O + [ 7 (s)ds]a;“:)’:)

, t<t<th,

t,—T<t<t,

and SF (11)~(13)

0fo(t) on(t) . 9fo (1) ()af(t)

ol = aa(t) +90 (tl)l +851, a(t) I[ an(t) aa(t) aa(t) 80((1:)

of (s)
oa(t)

51 = 1 oL(®) an(t) | an(t)
o (") oa oa

ds]aa(t) dt + j (t)aW(t)S () dt = W) on(t) ooy

f O3 dai(t) %) = on(@) Ga(0)

+O(t)[

o (a,ty) faf (s) ds] +
oo

i oa

of (t)a"](t) of (t) aYO(O" t,) af(t) =T ,(aty)
j[ ) & () Ak L j (s)ds] —~ dt+J. (1) dt=e =

{(D(t )[ayoéto‘ o) — f(ty) + 1t —t, — ) (f (ty +T—0)— f(t, + T+0))]—

(0}

f(t)+jy (t)dt(ayogt“) f(t,)) + 1t —t, — 7) jy @)t f (t, + 71— 0)—f(t0+r+0)]]

0 to+t

an(tl) ott ott doc
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o Coaf(s) dy(s—1)
(POt = 700 1+ o+ O) - [ P

ds]+

Uty = 1) [ 1 O (b +1-0) = F(t + 7+ 0)]-[y" (Ot ay6(f (S)r) Zy((ss :)) } da}s_

These results it is possible to represent in more customary (for differential equations) form. After change
of variables:

(D(tl)+]yT(s)ds=kT(t); ore —AT(t)=y"(t), AT(t") = D(tY) ;

we obtain the conjugate equations in differential form

;T ofy(t) on(t) of(t) T oft+1) 1,4 1 1
AT =22 Tt At —t—AT(t ——, A () =0(), t, sttt
® an(® 3y ()8y()+( A (t+1) 0 )=o), t,<t<
7O =1t -t — A (t+ )af(t(“L)T), L —T<t<t,.

and than SF have the form

ofy (t) on(t) afo (t) of (t)
I [8n(t) ()  al) MO 0 dt+
* t.izl(tl_‘c—t)x-r(t-i- )Ma\lf(t) a|l(t ) an(t ) a(t 5

Hh-t

Sal(t) dt
ay(t) aaf) O] on(t) aa(t)

5.1 = {m(t)an(t) ol(t) ﬂt)ayo(om

oY) oa oa

j[af o® o) | 01O xT(t)af(t)]dH j1(t1—r—t)xT(t+r)af(t”)dt+ay°(§’t°)+
on(t) oo oa . oy(t) oo,

{kT(t )[ayO(a - ) f(t0)+1(t1_t0 _T)(f(tO +T_O)_ f(to +T+O))]_ fo(to):|:_t2+
(0

O

gy O on@) o) o ]dt
{d)(t)f(t)Jr&n(tl) p + g + o (t )}d&Jr

Ty el L Oof(s) dy(s—1), |dt)._
+[AT () [t —to—r)(f(t0+r—0)—f(t0+r+0))—t_[ay(s_r) - ds}ﬁ}é‘)a.

Conclusion

The merit of variational method is applicability of its both for calculation of SF and SC. Besides
the equations for Lagrange’s multipliers remain without change.

Variables and constant parameters are present also at model of the measuring device and at generalized
quality functional for system (the Bolts problem). In a basis of calculation of sensitivity functionals the deci-
sion of the integrated equations of model in a forward direction of time and obtained integrated equations
for Lagrange's multipliers in the opposite direction of time lays.

Variation method of calculation of SF and SC allows a generalization on objects described by vectorial
Volterra’s second-kind integro-differential equations with delay time.

Results are applicable at design of high-precision systems and devices.

This paper continues research in [17, 21-25].
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BapuanunoHHbIH METOI IPUMEHEH I pacdeTa (GYHKIMOHAIOB 4yBCTBUTEIBHOCTH, KOTOPBIE CBS3BIBAIOT IIEPBYIO BAPHALIHIO (YHK-
[IMOHAJIOB Ka4yecTBa pabOThl CHCTEM C BapHallMsSIMH EPEMEHHBIX M IOCTOSIHHBIX [TApaMeTPOB, AJIsi MHOTOMEPHBIX HEJTMHEWHBIX THUHA-
MHYECKUX CHCTEM, OITUCHIBAEMBIX 0000IIEHHBIMU HHTETPATBHBIMU YPaBHEHHSIMU BoJbTeppa BTOPOro poja ¢ 3ama3/iblBatoliM apry-
MEHTOM U 00001IeHHBIM () YHKIIMOHAIOM KauecTBa paboThI cucteMsl ((hyHKIHOHaoM bosbia).
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