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Аннотация. Данная работа посвящена изучению политической роли технологий ис-
кусственного интеллекта. Научная проблема, рассматриваемая в исследовании, связа-
на с влиянием разнообразных «политических взглядов» и смысловых «искажений», 
представленных в контенте, генерируемом ИИ, на сознание индивида. В работе про-
ведено экспериментальное тестирование с применением целого ряда прикладных ме-
тодов – анкетирования, шкалирования, статистического и сравнительного анализа. Ре-
зультаты пилотного тестирования среди студентов политологического направления 
показали, что, по мнению его участников, для подготовленного с помощью ИИ кон-
тента свойственна относительно невысокая либо средняя степень идеологизированно-
сти. В сгенерированном контенте основное внимание оказалось сфокусировано скорее 
на коллективном, а не индивидуальном аспекте.  
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Abstract. The rapid integration of artificial intelligence technologies into various spheres of 
social life, including politics, is generating a complex array of opportunities and challenges 
for political actors. As AI-generated content is increasingly consumed by diverse population 
groups, it is critical to investigate its influence, particularly the impact of inherent “political 
views” and semantic “distortions” on individual and group consciousness. This article 
examines how individuals perceive political content produced by a popular AI application, 
using the well-known internet resource ChatGPT as a case study. An experimental test was 
designed and conducted to determine how participants assess the nature of a political text – 
using definitions of the term “political values” – and to gauge their perception of its 
ideological load and the expression of interests of the individual, the state, and society. The 
methodology incorporated a suite of applied methods, including questionnaires, scaling, and 
statistical and comparative analysis. Participants were political science students from 
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Lobachevsky State University of Nizhny Novgorod, a sample aligned with the study's 
specific objectives. The findings indicate that participants generally hold neutral or positive 
views on the development of modern AI technologies, with minimal expression of 
pessimism. A key result of the testing was that participants correctly identified AI-generated 
text in only 50% of cases, with recognition rates below 50% in half the instances and slightly 
above 50% in one case. Furthermore, participants consistently rated the degree of ideology in 
AI-generated definitions of “political values” as moderately low. Based on the participants' 
assessments, the study concludes by identifying the primary focal points that the AI model 
emphasizes in its interpretation of political values. 
Keywords: political values, political views, artificial intelligence, AI application, ChatGPT, 
personality, state, society 
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Введение 
Технологии искусственного интеллекта всё активнее используются в 

различных сферах жизни общества. Согласно данным социологических опро-
сов, в российском социуме растет степень осведомленности людей об ука-
занных технологиях. Как отмечали в конце 2024 г. специалисты ВЦИОМ, 
«94% россиян в той или иной степени информированы о технологиях искус-
ственного интеллекта», что на 7 процентных пунктов выше аналогичного 
показателя, измеренного в 2022 г.1 Вместе с тем оценки со стороны людей по 
отношению к продуцируемым с помощью изучаемых технологий эффектов 
весьма неоднозначны. По данным опроса ФОМ 2023 г., только 29% россиян 
полагали, что дальнейшее распространение и развитие нейросетей принесет 
обществу скорее больше пользы, а 33% опрошенных утверждали, что больше 
вреда, 14% респондентов отвечали, что «пользу и вред в равной степени»2.  

Разброс в оценках роли и потенциала развития технологий ИИ во многом 
обусловлен недавним стремительным рывком в их развитии и стал отчасти 
следствием огромного всплеска медийного внимания к данному вопросу. 
Ученые пишут о формировании дискурса, в котором представленные ожида-
ния от развития и внедрения ИИ варьируют от восхищения его исключитель-
ными возможностями, с одной стороны, до скептицизма, даже антиутопиче-
ских взглядов на его социальные последствия – с другой [1. P. 470].  

Не остается в стороне и политическая сфера общественного функциони-
рования, которая также испытывает на себе серьезное влияние со стороны 
современных технологий ИИ. Не случайно Роберт Крайсинг в начале своей 
недавно вышедшей книги «Управленческие решения с помощью искусствен-
ного интеллекта», отмечая широкое распространение технологии ИИ во всё 
большем количестве областей, включая государственное управление, указы-
вает на актуализацию следующего вопроса: «Насколько управленческие ре-

                            
1 Доверие к ИИ // Официальный веб-сайт Всероссийского центра изучения общественного мне-

ния. 24.12.2024. URL: https://wciom.ru/analytical-reviews/analiticheskii-obzor/doverie-k-ii (дата обраще-
ния: 23.07.2025). 

2 Нейросети: Отношение россиян к развитию и использованию нейросетей // Официальный веб-
сайт Фонд «Общественное мнение». 28.04.2023. URL: https://fom.ru/SMI-i-internet/14867 (дата обра-
щения: 23.07.2025). 
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шения, принимаемые на основе ИИ, соответствуют требованиям администра-
тивного права?» [2. P. 1]. 

Границы и специфика влияния обозначенных технологий непосред-
ственно в политической плоскости активно обсуждаются не только внутри 
общества, в целом, но и среди ученых-политологов. Результаты одного из 
недавних российских исследований показали, что в экспертном сообществе 
преобладает мнение о том, что «риски, угрозы и вызовы в социально-
политической сфере в существенной мере превышают конструктивный по-
тенциал, связанный с внедрением в нее „умных“ технологий, что требует 
комплексной и заблаговременной разработки превентивных механизмов 
упреждения негативных последствий применения технологий ИИ и нейросе-
тевых алгоритмов в социально-политической сфере» [3. С. 421].  

Крайне актуальным на текущий момент является изучение целого спек-
тра вопросов, связанных с политической ролью нейросетей и ИИ, среди ко-
торых: 1) использование указанных технологий в избирательном процессе; 
2) их применение в сфере государственного и муниципального управления, а 
также в рамках модели диалога «Власть – общество»; 3) их влияние на обще-
ственное и политическое восприятие индивидов и групп и т.д. Данная работа 
написана в русле третьего из указанных выше направлений. Её цель – изу-
чить особенности восприятия индивидами политических текстов, генерируе-
мых одним из популярных приложений ИИ, на примере известного интернет-
ресурса «Чат Джипити» («ChatGPT»)1. 

Теоретические основания 
Несмотря на возросшую актуальность изучения политической роли тех-

нологий искусственного интеллекта, данной тематике ещё не уделено доста-
точного объема внимания со стороны научного сообщества. Вместе с тем в 
русле обозначенного направления написаны как русскоязычные работы [3–7 
и др.], так – и зарубежные [8–11 и др.]. 

Одним из тех исследовательских направлений в изучении политической 
роли ИИ, которое только набирает популярность в научном сообществе, яв-
ляется анализ специфики генерируемого разнообразными приложениями ИИ 
контента, причем особый интерес у ученых вызывает наличие / отсутствие в 
подобном контенте возможных смысловых «искажений» и элементов идео-
логической окрашенности. Авторы недавно опубликованного исследования 
«Самовосприятие и политические «убеждения» «Чата Джипити» при помощи 
различного инструментария (например, тесты на определение структуры 
личности «Большая пятёрка» («Big Five)» и психологический тест «Индика-
тор типов Майерс-Бриггс» («MBTI») попытались установить, какие «полити-
ческие взгляды» в большей степени «выражает» популярное интернет-
приложение «Чат Джипити». 

Результаты проведенного ими исследования показали, что текущая (на 
тот момент) версия «Чата Джипити» демонстрирует склонность к «выраже-
нию» прогрессивных взглядов («progressive views»), но при этом не выявлено 
его «склонности» к откровенно «либертарианским или авторитарным взгля-
дам» («libertarian or authoritarian views»). В подавляющем большинстве экс-

                            
1 Official website of “ChatGPT”. URL: https://www.chatgpt.org (accessed: 08 April 2025). 
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периментов ответы, полученные от данного приложения ИИ, позволяли отне-
сти его к «лево-авторитарному» или «лево-либертарианскому» («the 
authoritarian left or libertarian left») спектру политических взглядов. 

По итогам исследования, проведенного Д. Розадо, установлено, что ре-
зультаты тестов на определение «политической ориентации» «Чата Джипи-
ти» позволяют зачастую говорить о наличии в содержании ответов популяр-
ного приложения ИИ на свои вопросы левого политического уклона [11. 
P. 4]. Ученый выражает опасения о том, что используемые большим числом 
людей и «демонстрирующие» политическую предвзятость современные си-
стемы ИИ могут применяться для установления контроля над обществом, 
распространения дезинформации и манипулирования демократическими ин-
ститутами и процессами [11. P. 5].  

Вопрос о ценностно-нейтральном характере генерируемого ИИ контента 
напрямую ставит в своей работе И.А. Быков, задавая при этом дополнитель-
ный вопрос о том, «насколько граждане, бюрократия, элиты и политики  
могут доверять политическим суждениям, генерируемым с помощью техно-
логий искусственного интеллекта» [5. С. 24]. В работе У. Петерса «Алгорит-
мическая политическая ангажированность в системах искусственного интел-
лекта» отмечается, что алгоритмы ИИ могут формировать «предвзятый» 
контент по отношению к политическим ориентациям людей таким же обра-
зом, как и в случае генерирования контента, в котором, например, присут-
ствуют гендерные предубеждения [10. P. 17].  

Ещё одним из востребованных направлений изучения в рамках обозна-
ченной в работе темы является анализ возможностей и угроз, связанных с 
применением технологий ИИ в сфере государственного управления, в част-
ности, в области автоматизации административных процессов управления.  
О внедрении искусственного интеллекта для автоматизации повторяющихся 
задач и поддержки сложных процессов принятия решений пишут в своей не-
давней работе «Администрация будущего» М. Фюрланд, Я. Хауптманн и 
Р. Шрёдер, приводя конкретный пример из социальной сферы, где могут 
быть применены указанные технологии [13. P. 482–483]. Ученые подчерки-
вают, что сегодня «цифровизацию больше не следует понимать (исключи-
тельно. – Примеч. автора) как оцифровку документов… целью должна быть 
цифровизация и автоматизация процессов» [13. P. 476]. 

Теме использования технологий ИИ в государственном управлении посвя-
щена и одна из работ С. Шрёдера, где он пишет о том, что веб-приложения ИИ, 
генерирующие тексты, способны улучшить работу органов государственной 
власти. При этом он указывает на то, что пока неизвестно, возможно ли адапти-
ровать технологии ИИ к существующей правовой системе или же саму право-
вую систему с минимальными рисками можно адаптировать к все более изме-
няющимся и совершенствующимся технологиям. Отвечая в определенной 
степени на поставленный им вопрос, ученый отмечает целесообразность осу-
ществления прозрачной оценки опыта применения ИИ для генерации текстово-
го контента в сфере государственного управления [14. P. 245].  

Роль технологий искусственного интеллекта как организационного ме-
ханизма в сфере общественной и политической коммуникации рассматрива-
ют Ф.Я. Шефер, Х.Б. Карпухтсис и Г.С. Шааль. Они выделили три измерения 
публичной коммуникации с точки зрения воздействия на неё технологий ис-
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кусственного интеллекта: 1) «измерение медиации» («die Dimension der 
Vermittlung»), которое рассматривает, например, возможности автоматизиро-
ванной коммуникации в процессах ИИ и связанные с этим масштабируемость 
и подход, ориентированный на целевую группу; 2) «измерение индивидуаль-
ного позиционирования» («die Dimension der individuellen Disposition»), кото-
рое рассматривает мотивационные ресурсы дискурса и влияние на них ИИ; и, 
наконец, 3) «измерение обсуждения на макроуровне» («die Dimension der 
Deliberation auf Makrobene»), которое охватывает вызовы и возможности, 
связанные с растущей интеграцией процессов ИИ в публичную коммуника-
цию в контексте фундаментальных концепций, ценностей и норм делибера-
тивной демократии [15. P. 200]. 

Несмотря на растущий интерес к изучению политической роли совре-
менных систем искусственного интеллекта, на данный момент в научном со-
обществе написано совсем не много работ по обозначенной проблематике, 
что подчеркивает актуальность проводимого исследования. Основной акцент 
в текущей работе сделан на изучении особенностей восприятия молодой 
аудиторией контента, посвященного политической проблематике и сгенери-
рованного одним из популярных приложений ИИ – «Чатом Джипити». 

Эмпирический метод исследования 
Для выполнения поставленной в работе цели в начале – середине апреля 

2025 г. было проведено экспериментальное тестирование, подразумевающее 
применение целого комплекса разнообразных прикладных методов, включая 
анкетирование, шкалирование, статистический и сравнительный анализ. 
Ключевой задачей в рамках исследования стало выявление отношения моло-
дой аудитории к генерируемому контенту на политическую тему, в качестве 
которой в произвольном порядке была выбрана тема политических ценно-
стей. 

Экспериментальное тестирование включало в себя пять этапов: 
1) выбор конкретной темы в качестве объекта изучения; 
2) поиск в русскоязычной научной литературе нескольких определений 

понятия «политические ценности»; 
3) генерирование нескольких определений «политические ценности» в 

популярном интернет-приложении «Чат Джипити»; 
4) подготовка и проведение экспериментального тестирования среди мо-

лодой аудитории; 
5) проведение количественных расчетов, интерпретация результатов и 

подведение итогов. 
Поиск определения понятия «политические ценности» как в научных ра-

ботах, так и при помощи «Чата Джипити» осуществлялся исключительно на 
русском языке во избежание неточностей переводных версий текста.  

Учитывая, что нам было важно услышать мнение участников экспери-
мента относительно наличия / отсутствия конкретного «акцента» со стороны 
ИИ по отношению к указанной теме, целесообразно было изучить позицию 
той аудитории, которая в той или иной степени, на регулярной основе погру-
жена в политическую тематику. В этой связи для участия в пилотном экспе-
рименте были приглашены студенты бакалавриата политологии 1–4-х курсов, 
проходящие обучение в Институте международных отношений и мировой 
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истории Нижегородского государственного университета им. Н.И. Лобачев-
ского (ИМОМИ ННГУ). Авторы исследования убеждены в том, что предста-
вители данной аудитории готовы выявить смысловые акценты (при их нали-
чии) в представленном им для анкетирования тесте. 

Всего в пилотном тестировании приняли участие 60 студентов разных 
курсов направления подготовки «Политология» ИМОМИ ННГУ. Количе-
ственно объем выборки кажется небольшим, однако целью исследования яв-
ляется не проведение индустриального опроса, а поиск (при помощи экспе-
риментального тестирования) мнения относительно небольшой аудитории, 
регулярно (согласно в том числе учебной программе) изучающей политиче-
скую информацию (включая политическую теорию и анализ политических 
событий и процессов) и, как предполагается, часто использующей приложе-
ния искусственного интеллекта. По гендерному принципу участники разде-
лились практически поровну: 50% – мужчины и 48% – женщины (в одном из 
анкетных бланков информация о поле не указана). 

В ходе пилотного тестирования его участникам были выданы для запол-
нения соответствующие анкеты. Структура анкеты включала в себя 2 части. 
В первой части представлены общие вопросы, где участников просили ука-
зать номер курса, пол, отношение к технологиям ИИ (оптимистичное / 
нейтральное / пессимистичное) и частоту их использования (всегда / очень 
часто / часто / редко / очень редко / никогда). 

Вторая часть анкеты включала в себя табличную матрицу, где было по 
строчкам приведено 7 определений понятия «политические ценности», а по 
столбцам – участников пилотного эксперимента попросили ответить на ряд 
вопросов – выполнить задания (в том числе – с использованием шкалирова-
ния). Всего 5 вопросов и заданий: 

1. Ответить на вопрос: «Сделано ли соответствующее определение при 
помощи приложения ИИ (да / нет /затрудняюсь ответить)». 

2. Оценить степень идеологизированности текста определения по шкале 
от «0» (минимальная) до «5» (максимальная). 

3. Оценить объем внимания, акцентируемого (в тексте определения) на 
личности, по шкале от «0» (минимальный) до «5» (максимальный). 

4. Оценить объем внимания, акцентируемого (в тексте определения) на 
государстве, по шкале от «0» (минимальный) до «5» (максимальный). 

5. Оценить объем внимания, акцентируемого (в тексте определения) на 
обществе, по шкале от «0» (минимальный) до «5» (максимальный). 

Для выявления возможных «политических предпочтений» участникам 
тестирования был задан прямой вопрос – о степени идеологизированности, а 
также вопросы, связанные с тем, на внимании к каким субъектам сделан ос-
новной акцент в представленных дефинициях (здесь использовались за осно-
ву две дихотомии: «личность – общество» и «личность – государство»). Фо-
кусировка внимания на личности, государстве или обществе позволяет 
сделать вывод о наличии акцента на индивидуалистских или коллективист-
ских политических ценностях. Поэтому при подготовке анкеты и учитыва-
лись обозначенные выше дихотомии. 

Четыре дефиниции сгенерированы приложением ИИ «Чат Джипити» на 
основании простого поискового запроса: «Политические ценности – это». 
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Период генерирования текстов – начало апреля 2025 г.1. «Чат Джипити» 
«предложил» следующие определения: 

• «…Основные принципы и идеи, которые определяют взгляды и пове-
дение индивидов или групп в политической сфере, служащие ориентиром для 
политической деятельности и формируют основу для оценки различных по-
литических ситуаций и явлений» (для удобства при последующей обработке 
результатов обозначим дефиницию как Определение 1). 

• «…Основополагающие убеждения и принципы, которые формируют 
взгляды людей на политику, государственное управление и общественные 
отношения и определяют то, как индивиды или группы оценивают различные 
политические явления, принимают решения и формулируют свои требования 
к власти и обществу» (Определение 2). 

• «…Ключевые убеждения и идеи, которые формируют политическую 
культуру и определяют поведение индивидуумов и групп в рамках политиче-
ской системы» (Определение 3). 

• «…Базовые убеждения и принципы, которые определяют взгляды лю-
дей или групп на вопросы власти, управления и организации общества» 
(Определение 4). 

В тексты некоторых дефиниций, представленных приложением ИИ, были 
внесены небольшие изменения, которые не оказали какого-либо сущностного 
влияния на их смысловое наполнение: например, «Чат Джипити» в «своих» 
определениях часто «использовал» прилагательное «основной», что без необхо-
димой корректировки создало бы дополнительную подсказку для участников 
тестирования, поэтому указанное прилагательное было заменено на такие слова, 
как «базовый» и «ключевой». Кроме того, в некоторых случаях при помощи 
слов-связок из двух предложений было сформировано одно. Подчеркнем, на 
наш взгляд, подобные изменения вполне допустимы при проведении пилотного 
эксперимента и не оказывают существенного влияния на его результаты. 

Три из семи определений понятия «политические ценности» взяты из 
научных статей российских ученых, среди них следующие дефиниции: 

• «…устойчивые, имплицитно присущие отдельной личности, социаль-
ной группе или обществу в целом смысловые доминанты, определяющие 
идеологические приоритеты и политические принципы социальных отноше-
ний» [16. C. 178; 17. C. 228] (для удобства при последующей обработке ре-
зультатов обозначим дефиницию как Определение 5); 

• «…система представлений о желаемых принципах политического 
устройства общества» [18. C. 24] (Определение 6); 

• «…Идеи политических потребностей, выражающие отношение инди-
видов, социальных групп, классов, общества между собой» [19. C. 136] 
(Определение 7). 

Результаты исследования 
Согласно результатам исследования, 50% участников тестирования 

смотрят на развитие современных технологий ИИ нейтрально, 47% – опти-
мистично, 3% участников не указали ответ на этот вопрос. При этом никто не 
высказал пессимистичного взгляда на развитие ИИ. С точки зрения частоты 

                            
1 Official website of «ChatGPT». URL: https://www.chatgpt.org (accessed: 08 April 2025). 
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использования приложений ИИ отметим, что 35% участников пилотного те-
стирования сказали, что «часто» используют приложения ИИ, 30% респон-
дентов ответили – «редко», 22% – «очень часто», 5% – не указали ответ на 
обозначенный вопрос, столько же человек заявили, что «очень редко», а 3% 
сказали, что «всегда» используют ИИ. Подробная статистика отражена на 
рис. 1, 2. 

       
Рис. 1. Диаграмма распределения ответов 
участников эксперимента на вопрос: «Как  

Вы смотрите на развитие технологий ИИ?» 

Рис. 2. Диаграмма распределения ответов 
участников эксперимента на вопрос: «Как  
часто Вы используете технологии ИИ?» 

Касаемо содержания второй (основной) части бланка тестирования нас в 
текущей работе интересовали исключительно количественные данные, свя-
занные с определениями термина «политические ценности», сгенерирован-
ными «Чатом Джипити», т.е. статистика по четырем дефинициям. Причем в 
случае со шкальными оценками степени идеологизированности и акцента на 
личности, обществе и государстве в представленных определениях, которые 
указывали участники тестирования, использовались не абсолютные или сум-
мированные значения, а – средние арифметические и медианные (вторые, на 
наш взгляд, более показательны, с точки зрения необходимости поиска об-
щей тенденции). В случае же с ответами на вопрос о том, сгенерировано ли 
то или иное определение посредством ИИ, используется процентное соотно-
шение ответов всех участников тестирования. Статистические результаты 
отражены в табл. 1. 

Таблица 1. Статистические показатели частоты ответов участников эксперимента на вопросы  
о происхождении определений термина «политические ценности», медианных значений степени 

идеологизированности дефиниций и фокусировки в них внимания на личности, государстве  
и обществе 

Дефиниции  
«политические 

ценности», сгене-
рированные при 

помощи ИИ* 

Доля правиль-
ных** ответов 
среди участни-

ков экспери-
мента, % 

Среднее арифметическое и медианное значения оценок (от 0 до 5) 
степени  

идеологизиро-
ванности  

дефиниций 

объема  
внимания  

в дефинициях  
на личности 

объема  
внимания  

в дефинициях на 
государстве 

объема  
внимания  

в дефинициях  
на обществе 

Определение 1 53 1,7 / 1 2,2 / 2 1,2 / 1 2,2 / 2 
Определение 2 43 2,2 / 2 2,6 / 2 2,7 / 3 2,9 / 3 
Определение 3 42 2,2 / 2 2,4 / 2 1,25 / 1 2 / 2 
Определение 4 63 1,85 / 2 1,93 / 2 1,68 / 2 2,92 / 3 

* Тексты всех указанных определений сгенерированы при помощи приложения ИИ «Чат 
Джипити» // Official website of «ChatGPT». URL: https://www.chatgpt.org (accessed: 08 April 2025).  

** Под «правильными» в данном случае подразумеваются ответы участников эксперимента, 
сказавших о том, что одно из приведенных в таблице определений сгенерировано при помощи веб-
приложения ИИ. 
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Согласно данным табл. 1, чаще остальных в качестве сгенерированного с 
помощью ИИ участники называли определение 4 – 63% от всех участников 
тестирования, а реже других – определения 3 и 2, по 42 и 43% соответствен-
но. Определение 1 в качестве сформированного посредством ИИ указывалось 
53% участников пилотного исследования. В данном случае подобрать какую-
либо примерную шкалу для оценки того, насколько точно то или иное опре-
деление обозначается в качестве сгенерированного с помощью ИИ, трудно, 
но следует отметить, что показатели в 40–50% можно обозначить как относи-
тельно небольшие с точки зрения установления того, как сформированы тек-
сты тех или иных определений. Иными словами, в двух из четырех случаев у 
половины участников эксперимента возникли трудности с установлением 
природы происхождения определения термина «политические ценности»  
(в случае с ещё одним определением подобные трудности возникли у 47% 
участников тестирования). 

Для более удобной интерпретации данных о степени идеологизирован-
ности, представленной в том или ином тексте определения, введем условную 
шкалу: медианные значения в диапазоне от 0 до 0,9 могут означать низкую 
степень идеологизированности, 1–1,9 – умеренно низкую, 2–2,9 – среднюю 
степень, 3–3,9 – умеренно высокую и 4–5 – высокую. Разумеется, данная 
шкала значений не претендует на абсолютный характер и необходима для 
описания некоторых контуров полученных статистических значений. Анало-
гичную шкалу значений предлагается использовать и при интерпретации ре-
зультатов шкалирования по вопросам, касающимся объема внимания, уде-
ленного в тексте дефиниции личности, обществу и государству.  

Медианный показатель степени идеологизированности большинства де-
финиций равен двум (определения 2–4), а в одном случае – единице (опреде-
ление 1). Это говорит о том, что студенческая аудитория оценивает степень 
идеологизированности, демонстрируемую в текстах определений от ИИ как 
умеренно низкую либо среднюю, что в определенной степени опровергает 
идею о наличии ярко выраженных «политических предпочтений», представ-
ленных в контенте ИИ (подчеркнем, что участие в экспериментальном иссле-
довании принимали студенты политологического направления).  

Абсолютное единодушие с точки зрения медианных значений демон-
стрируют оценки респондентов степени акцентированности внимания в 
сформированных ИИ дефинициях на теме личности – во всех определениях 
указанные значения равны двум, что свидетельствует, согласно мнению 
участников тестирования, о средней степени объема внимания на личности 
как объекте.  

Несколько иная ситуация в случае с медианными значениями оценок 
объема внимания, уделяемого в представленных определениях государ-
ству. Если относительно трех из четырех дефиниций медианные значения 
варьируют от 1 до 2 (что свидетельствует об умеренно низком и среднем 
объеме внимания), то для одной из дефиниций это значение равно трем 
(умеренно высокий показатель объема внимания). По критерию фокуси-
ровки внимания на государстве медианные значения оценок определений 
от ИИ чуть менее, чем по критерию фокусировки внимания на личности, 
согласуются с медианными значениями оценок степени идеологизирован-
ности дефиниций от ИИ. 
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Ещё менее с медианными оценками степени идеологизированности 
определений согласуются медианные оценки объема внимания на обществе: 
для двух дефиниций эти значения равны двум (средний объем внимания), для 
двух других – трём (умеренно высокий объема внимания). Таким образом, по 
мнению участников тестирования, в целом в приведенных определениях тер-
мина «политические ценности», которые сгенерированы при помощи прило-
жения ИИ, встречаются: умеренно низкий и средний объем внимания на лич-
ности, чуть больший объем внимания на обществе, а в случае с государством 
показатель объема внимания принимает как умеренно высокие и средние 
значения, так и умеренно низкие. Отметим, что ни в одном из случаев не вы-
явлено такого медианного значения, которое свидетельствовало бы напря-
мую о высоком объеме внимания на личности, обществе или государстве 
(аналогичная ситуация и с оценками о степени идеологизированности содер-
жания дефиниций).  

Таблица 2. Статистические показатели частоты ответов участников эксперимента на вопросы  
о происхождении определений термина «политические ценности» и медианных значений 

степени идеологизированности дефиниций, приведенных в российских научных публикациях 

Дефиниции «политические 
ценности» из российских 

научных публикаций 
Доля неправильных*  

ответов среди участников 
эксперимента, % 

Среднее арифметическое и медиана 
оценок степени идеологизированности 

дефиниций, от 0 до 5 
Определение 5 33 1,7 / 1,5 
Определение 6 45 1,3 / 1 
Определение 7 47 2,1 / 2 

* Под «неправильными» в данном случае подразумеваются ответы участников эксперимента, 
сказавших о том, что одно из приведенных в таблице определений сгенерировано при помощи веб-
приложения ИИ. 

Согласно данным табл. 2, только 33% участников тестирования ответи-
ли, что текст определения 5 сгенерирован посредством ИИ, что является ми-
нимальным показателем среди всех дефиниций, используемых в исследова-
нии. За то, что определения 6 и 7 сформированы при помощи ИИ, 
высказались 45 и 47% соответственно, что сопоставимо с аналогичными по-
казателями для определений 2 и 3. Сравнивая значения показателей «искус-
ственных» и «естественных» (т.е. сформулированных авторами научных пуб-
ликаций) определений, заметим, что у участников тестирования в целом 
возникло меньше трудностей при установлении природы происхождения де-
финиций, представленных именно в текстах научных публикаций (медианное 
процентное значение в первом случае 48%, во втором – 45%). Кроме того, 
результаты также показывают, что, по мнению участников эксперимента, 
общая медианная оценка степени идеологизированности «искусственных» 
определений (равна 2) выше аналогичного показателя применительно к 
«естественным» определениям (равна 1,5).  

Обсуждение 
Результаты проведенного экспериментального тестирования позволяют 

сделать некоторые выводы. Во-первых, у участников тестирования – моло-
дых студентов политологического направления – встречается либо нейтраль-
ный, либо оптимистичный взгляд на технологии современного искусственно-
го интеллекта. Несмотря на широко обсуждаемые в обществе и потенциально 
негативные тенденции и последствия от широкого внедрения ИИ, участники 
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исследования не высказали пессимистичных оценок относительно обозна-
ченного процесса. Впрочем, вызывает интерес вопрос о том, что означает 
нейтральный взгляд на развитие ИИ, каковы его содержание и специфика. 
Однако данный вопрос не являлся ключевым в проводимом исследовании и 
может быть рассмотрен в последующем. 

Во-вторых, любопытно, что более чем каждый третий представитель мо-
лодой аудитории, принявший участие в тестировании, редко или очень редко 
пользуется технологиями ИИ, что, возможно, выглядит несколько необычно, 
учитывая возраст участников и их род занятий (имеется в виду обучение на 
программе бакалавриата и необходимость регулярно работать с контентом). 
При этом почти две трети участников тестирования часто, очень часто или 
вообще всегда пользуются технологиями ИИ. Если учесть данные показате-
ли, то становится очевидным, что вопреки стремительному распространению 
ИИ далеко не всегда частота использования информационно-коммуника-
ционных технологий (а у молодой аудитории она крайне высока) означает и 
аналогичную частоту использования непосредственно технологий ИИ. 

В-третьих, отмечаем возникшие трудности с установлением происхож-
дения текста дефиниций термина «политические ценности»: в 50% случаев 
определить факт генерирования текста при помощи ИИ удалось менее чем 
половине участников эксперимента, а в одном из случаев – чуть более чем 
половине. Подчеркнем, что в исследовании приняли участие студенты поли-
тологии, в той или иной степени погруженные в тематику работы, поэтому 
уровень их подготовки вполне гарантированно позволяет им применять зна-
ния в области политической теории и аксиологии. Одной из причин здесь 
может выступать точность и академичность формулировок, подбираемых 
нейросетью, что свидетельствует о качестве её обучения и используемой ши-
роте теоретического материала. Это ещё более актуализирует вопрос о степе-
ни влияния подобных технологий на общественное и политическое сознание.  

В-четвертых, медианные значения оценок, данных участниками тестиро-
вания предложенным дефинициям термина «политические ценности», свиде-
тельствуют о том, что, по мнению молодой аудитории, для приведенных  
дефиниций характерна средняя либо умеренно низкая степень идеологизиро-
ванности. Кроме того, примерно схожие оценки касались и объема внимания, 
уделяемого в них теме личности. Чуть больше внимания в определениях бы-
ло уделено государству, а максимальное число среди медианных значений, 
указывающих на умеренно высокий объем внимания в сгенерированных 
текстах, было характерно для темы общества. Отсутствие среди медианных 
показателей высоких значений свидетельствует о том, что, согласно мнению 
участников, ИИ сформировал тексты с умеренно низкой, средней и умеренно 
высокой степенью идеологизированности, а по шкале «личность–госу-
дарство» или «личность–общество», т.е. в дихотомии «индивидуальное–
коллективное», он чуть чаще «делает акцент» на государстве или обществе. 
Однако подчеркнем, что все обозначенные акценты выражаются в умеренных 
либо в средних значениях, что в некоторой степени несколько противоречит 
представленным ранее выводам ученых о наличии у ИИ «политических 
взглядов». 

В-пятых, следует отдельно обратить внимание на выявленную участни-
ками исследования относительную «склонность» изучаемого интернет-
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приложения при подготовке определения «политические ценности» акценти-
ровать внимание скорее на обществе, а не на личности. Иными словам, в со-
держании определения внимание чуть больше фокусируется на коллектив-
ном, а не на индивидуальном аспекте. Учитывая степень выраженности 
подобного «акцента», пока рано говорить о наличии по-настоящему ярко 
представленного политического «смещения» в сторону ценностей группы и 
коллектива в противовес индивидуалистским ценностям. 

В-шестых, вероятность неверного установления участниками экспери-
мента «искусственной» природы дефиниций, сформулированных учеными в 
своих научных работах, ниже, чем вероятность верного определения ими 
«искусственной» природы дефиниций, сгенерированных при помощи ИИ. 
Одна из возможных причин выявленной тенденции – это более четкое пони-
мание самого рассматриваемого понятия именно через теоретико-
концептуальную оптику. Иными словами, в случае с «естественными» дефи-
нициями речь идет о научном дискурсе, а в случае с «искусственными» речь 
может идти не только о научном, но и, например, о публицистическом дис-
курсе, в зависимости от информационного массива, на котором обучается 
нейросеть. Участникам эксперимента, учитывая их подготовку в области по-
литологических дисциплин, вероятно, ближе именно теоретико-концепту-
альный взгляд на исследуемый предмет.  

Указанным обстоятельством может объясняться и то, что по результатам 
тестирования оценка его участниками степени идеологизированности «есте-
ственных» определений ниже, чем дефиниций, сгенерированных при помощи 
ИИ. Таким образом, представители молодой студенческой (политологиче-
ской) аудитории указывают на наличие чуть большего идеологического ак-
цента именно в тех дефинициях, которые были сгенерированы при помощи 
интернет-приложения ИИ «Чат Джипити»  

Заключение 
Технологии искусственного интеллекта стремительно проникают в раз-

личные сферы общественного функционирования. Всё более заметным ста-
новится и их роль в политическом пространстве. Одним из наиболее актуаль-
ных сегодня является вопрос о специфике генерируемого ИИ контента, в том 
числе – с точки зрения наличия / отсутствия в нем конкретных политических 
«предпочтений». Результаты недавно проведенного экспериментального те-
стирования студентов политологического направления подготовки показали, 
что, по мнению участников исследования, степень идеологизированности 
дефиниций «политические ценности», формируемых приложением «Чат 
Джипити», является средней либо умеренно низкой. Примерно аналогичным 
образом в рассматриваемых текстах определений сфокусировано внимание 
на личности, чуть более ярко – на государстве, а ещё более заметно – на об-
ществе. Исследование носит во многом пилотный характер, а его основная 
идея в дальнейшем может быть масштабирована и использована для изуче-
ния на большей по объему выборке. 
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